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ABSTRACT

Over thelast few years, the deployment of WSNs (Wireless Sensor Networ ks) has been fostered in
diver seapplications.WSN hasgreat potential for avariety of domainsranging from scientificexperiments
tocommer cial applications. Duetothedeployment of W SNsin dynamicand unpr edictableenvironments.
They have potential to copewith variety of faults. Thispaper proposesan ener gy-awar efault-tolerant

clustering protocol for tar get tracking applicationster med asthe FTTT (Fault Tolerant Tar get Tracking)
protocol. Theidentification of RNs(Redundant Nodes) makes SN (Sensor Node) fault toleranceplausible
and theclustering endor sed recovery of sensor ssupervised by afaulty CH (Cluster Head). TheFTTT
protocol intendstwo stepsof reducing ener gy consumption: first, by identifying RNsin thenetwork;
secondly, by restrictingthenumber sof SNssending datatothe CH. Smulationsvalidatethe scalability
and low power consumption of the FTTT protocol in comparison with LEACH protocol.
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1 INTRODUCTION

SNs are gaining diverse attentions due to
their
environments where the deployment of

appropriateness to observe
wired networks is either complicated or impractical [1].
Target tracking is an active research areain the field of
surveillance, military and habitat monitoring. In an object
tracking application, a group of SNs process their
observation regarding positions of a moving object
cooperatively and periodically. If one or more SNsfail due
to any reason during the estimation, the resulting
estimation value can be incorrect. The most frequently
used fault-tolerant technique for the WSNs is the

Target Tracking, Cluster, Ener gy, Fault Tolerance, Sensor Network.

deployment of redundant/surplus SNs. Generally, aWSN
consists of a number of SNs which work collectively to
obtain data about the environment and then send the
gathered data to the BS (Base Station). When RNs are
provided, then the BSis able to get data; even some SNs
fail dueto any reason[2]. In addition, energy isprecious
resource for such applications as SNs are expected to
work until energy depletion. Oneway to preserve energy
istoincrease sleeping time of SNsin absence of an event.
Another approach is cluster-based network arrangement,
which maintains scalability, energy efficiency and better
resource allocation [3-4]. The two-tier architecture is
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actually a cluster-based network, in which the SNs are
ableto gather required information and send data packets
directly totheir CHs[2].

There are two main objectives of this paper. First isto
propose a simple cluster formation procedure; second is
toensure CH and SN failurerecovery procedure. Therest
of the paper is organized asfollows. Section 2 providesa
summary of related work. In Section 3, details of proposed
FTTT protocol areillustrated. The energy consumption
model of the FTTT protocol isdemonstrated in Section 4.
Section 5 explains the experimental setup in Jsim. In
Section 6, experimental results are analyzed and finally
Section 7 states concluding remarks.

2. RELATED WORK

This section briefly focuses on some of the solutionsfrom
existing WSN literaturefor tracking amoving target, cluster
formation and fault tolerance techniques.

A distributed al gorithm which takes (x,y) coordinatesand
the ID number of each SN as input and provides the
location of the SN as output is proposed by [5]. To
continuously keep a watch on the roaming path of the
target; an agent nodeis sel ected, which may betransferred
to the node closer to the target. However, the proposed
strategy lacks experimental validationin order to proveits
efficiency. TheHVE mobicast isaHierarchica Variant Egg
mobicast routing protocol presented in [6]. The HVE
mobicast protocol improves power efficiency of message
delivery by providing cluster-to-cluster instead of node-
to-node delivery of mobicast message while taking into
account the changing speed of delivery zone as well.
M obicast message deliveriesin forwarding zone occur in
two steps, cluster-to-cluster and cluster to node. A static
clustering algorithm based on an optimal one-hop distance
is presented by [3]. The clustering algorithm in optimal
one-hop communication iscombined withthe LEACH [7]
algorithm; in which clustering is broken into rounds. At
first, the CH in each cluster is selected at the border line,

which would decide the candidate CH based on the
received signal strength. An EECT (Energy Efficient
Clustering Technique) based on avirtual hexagon cluster
formationisproposed in [4]. The BS managesthe virtual
hexagon's centre location information, optimal cluster
radius and broadcasts this information to all SNs. The
SNs join the nearest virtual hexagon cluster after
determining their distance with all virtual hexagons. A
hierarchical clustering protocol for WSN is presented in
[8], named as PEAP (Power aware Energy Adaptive
Protocol). This protocol depends on confidence value
related to broadcast from CHs. Confidence value of aCH
is afunction of parameter such as distance between the
CH and the node, the CH current battery power and the
number of nodes already were amember of this CH. The
energy consumption and network lifetime comparisons
with LEACH provesit efficient than LEACH.

In the algorithm developed in [9], fault tolerance is
controlled by a BS, which changes the network
configuration from shortest path to multiple paths.
However, the algorithmisnot energy efficient, sincefault
toleranceishandled centrally. The authorsof [ 10] pointed
out that the sensor reading iscompared with its neighbor's
median reading. If the difference is large or large but
negative, the SN is assumed to be faulty. The
computational overhead of the algorithm is low due to
simple numerical operations. Each SN identifiesits own
status to be faulty or non-faulty with the help of
neighboring SNsin[11]. The probabilistic analysis shows
acorrect diagnosisbut in reality there may not be enough
neighbor SNs due to ad hoc network deployment.

From the discussion above, it is clear that most of the
target tracking protocols using existing clustering
algorithmslack fault tolerance, although theseissues might
have to or better be tackled all together. Our proposed
FTTT protocol addresses clustering, CH fault tolerance
and SN fault tolerance using a unique approach in the
target tracking scenario.
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3. FTTT PROTOCOL

CHsarenot energy constrained like SNswith timesmore
energy than SNsand their responsibility isto report back
totheBS. Itisassumed that in FTTT each node knowsits
position using GPS or any localization algorithm. Three
states are defined for CHs and SNis, i.e. active, sleep and
idlestate. The SNsremainintheidle state most of thetime
and switch to the active state at specified time slots
scheduled by CHs. CHs can communicatewiththeir NCHs
(Neighbor CHs). Following arethe stepsdefined intracking
amoving object model:

@) Cluster formation

2 Redundancy reduction

€)) Target tracking strategy

4@ CH fault identification and recovery

) SN fault identification and recovery

The clustering mechanism proposed by [1] is extended
to apply it in target tracking scenario. Let M sensor
nodes and N cluster heads are randomly distributed in
2D space. Let LS(x,,y,) where 1<i <M bethelocation of
i" SN and LH,(x;.y,) where 1<j <N be thelocation of jn
CH. The cluster isformed based on the communication
range of an SN and aCH. The CHJ. will broadcast MM
(Membership Message) to the SNs. Thereceiving SNs
calculatetheir distancefrom the CH, and will reply with
aMAM (Membership Accept Message) to CHJ. if their
distance value is less than ¢,; which depends on the
transmission range of SNs. Two tables are maintained
by each CH, one keeps information about its MNs
(Member Nodes) called MNT (Member SN Table). Each
CH shareit'sMNT with its NCHs, which is maintained
along with the ID of the sending CH. Thistableisnamed
as NNT (Neighbor MN Table). Fig. 1 and Table 1
illustrate the cluster formation and redundancy
reduction steps of FTTT.

It is assumed that each point within the area of interest is
covered by atleast n SNs so that n degree of redundancy
isachieved in the area. Each node determinesits overlap
with every other node in the MNT by closeness
relationship and then compares this value with ¢, to find
out overlapping with that particular node; where ¢,
depends on the transmission range of SNs. If the closeness
relationship valueislessthan ¢,, it isfound that the two
SNsare overlapping. The CH thenidentifiesthe SNswith
maximum overlapsand sendsthem aSM (Sleep Message).

TheMNSsin each cluster accommodate the SCH (Schedule)
set up by the corresponding CH. The active SNs in a
cluster can sense the target when it comes in their
transmission range. Assume a sufficient number of SNs
within thevicinity of thetarget with correlated data. One
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FIG 1. CLUSTERING AND REDUNDANCY REDUCTION

TABLE 1. PSEUDO CODE FOR CLUSTER FORMATION
AND REDUNDANCY REDUCTION

CH,(MM) — SN,
Calculate Ed; from LS(s)y,) and LH.(x,y)
If (Ed, < @)

SN,(MAM) — CH,

Set MNT, = MAM,

CH(SM) - SN,

End If
Set NNT, = MNT,,, and NNT,

j+1

O IN|JoO |l |lw]IN |

= MNT,
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of thewaysto maximizelifetime of amotion tracking WSN
is, selecting and allowing afewer number of SNsto estimate
the location of a moving object. Each SN after getting
location information of thetarget ismeasuringits Ed, from
the target and comparing it with ¢,. Only K SNswith a
distance value less than the ¢, (threshold distance) are
allowed to send DM (Data Message) to the CH, reducing
transmission cost. This process will continue until the
target is in the sensing region. Pseudo code for target
trackingisgivenin Table 2.

There can be three possiblefault scenariosfor aCH or an
SN; firstisthelink failure dueto any type of interference.
Second is the energy depletion and third is the complete
damage. Every CH issendingan AM (Activate Message)
toNCH in order to check their statusperiodically. If aNCH
does not send aRM (Reply Message) to the sending CH
thenitisassumed to beafaulty CH, CH,. Thefirst stepis
to identify which fault has occurred. The CH will ask its
NCHsto send anAM to CH.. If they get aRM from CHf,
then it isidentified that communication link between the
CH and CH, is failed. Thus, no recovery procedure is
required as other CHs can communicate with CHf and it
can take part in the tracking process. If NCHs a so do not
get RM, thenitisidentified that CH, hasfailed either due
to energy drainage or due to damage. In such a situation,
NCHs come to know that CHf is not responding and will
useNNT to find MNsof CH, and the clustering processis
executed. When the CH knows that any SN has died, it
activates the overlapped SNs whose neighbor node has
died. FromthelD of dead SN, CH finds out the location of
the dead SN from the MNT table and then determinesany

TABLE 2. PSEUDO CODE FOR TARGET TRACKING
1 CH,(SCH)—> SN\,

Calculate Ed" from LS(x,y) and TL (x,y,)
If (Ed, < ¢, and count < k)
SN.(DM)— CH,

End If
CH,(DM)— BS

(o3 HO2 0N F N NOVIN §\)

overlapped SN, which isin sleep state near the dead SN
and sends an AM to it. Table 3 presents the pseudo code
for target tracking step.

4. COMMUNICATION ENERGY
CONSUMPTION MODEL

The energy consumption of a node is divided into two
main domains. communication and data processing. The
energy consumption model for an SN and aCH isadapted
from[7,12]. The data processing cost is considered to be
negligible as compared to communication cost in this
model. The energy dissipation of an SN for transmitting
and receiving b bit data packets over distance Ed iSE..
For modulating or demodulating 1 bit, the energy
consumption is50 nJ/bit and for spreading 1 bit to an area
of 1 meter, the energy loss is 100 pJbit/m?2. The energy
loss of an SN for transmission and reception is given as:

Eg = (50+0.1* Ed”?)k+5o* b
E, = (100+ 0.1* Edijz)b

The energy consumed during communication between
CHsand SNsisgiven as:

N M L2

Let CHJ. has Dj distance to the BS, while dj isthedistance
between CH, and CHy.y- The energy consumed by al
CHsfor communication with NCHsis:

N
%2
ENCH = JEl(100+ 0.1 dj )b )

TABLE 3 PSEUDO CODE FOR FAULT TOLERANCE

1 CH.(AM)—> CH.,,
2 If (CH,,1(RM) # CH))
3 CH,,, = faulty

4 End If

5 LS(x,y) = MNT,

6 CH,(AM)— SN,
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The energy consumed by all CHs and mi SNs unable to
joinany CH; for communication withthe BSis:

N ™ o
> >.(100+0.1 Dj)b €)

E =
B j=1li=1

Thetotal energy dissipated by the network is given as:

Erotaj = EMN + ENCH + EB (4)

5. EXPERIMENTAL SETUP

The performance of FTTT protocol is evaluated by
comparing it with aclustering based method LEACH [7],
which is one of the paramount clustering protocols in
literature. Thesimulationsof FTTT protocol are performed
viaJsim[13], by varying the number of SNsi.e. 100, 150,
200 SNs, which are randomly distributed over a400x400
m? region. Initially, 3 CHsareplaced at specified placesso
asto cover thewholeregion and the CH number isvaried
to 4 and 5 with dlight change in communication radius as
well. The target moves according to random waypoint
model with a maximum speed of 10 m/s and generates
stimulus every three seconds. The initial energy of each
SN isset 1J and each CH is set 2J. The communication
range of SNsisset 50m and sensing rangeisset 40m. The
parameters of LEACH are same as FTTT, among them
CHsareidentified dynamically with initial energy of 2J.
The results are taken after calculating the mean of five
simulation runs of 800s.

6. PERFORMANCE RESULTS

In the results, FTTT3, FTTT4 and FTTT5 indicate the
simulationwith 3, 4 and 5 CHsrespectively.

6.1  Total Energy Consumption

The total energy dissipation by FTTT is calculated by
Equation (4). The energy consumption comparison of
FTTT and LEACH asthefunction of timeisdemonstrated

in Fig. 2(a-b). The efficiency and scalability of FTTT is
shown by energy consumption difference between LEACH
and FTTT; noticeablein all cases. With theincrease of the
number of SNs, energy consumed by LEACH increases,
involving 53, 45 and 39% more energy when compared
WithFTTT3, FTTT4and FTTT5 respectively with 200 SNs.
With 100, 150 and 200 SNs, FTTT3 isshowing thelowest
energy consumption than all other cases.

6.2  Tracking Packet Delivery Probability

It isdefined asthe probability of total packetsreceived by
the BS in response of total number of packets delivered
by CHs and SNsunableto join any CH.

Thus, the BSisreceiving two types of data, onefrom SNs
directly and another from CHs. With the increase in the
number of SNs, the tracking packet probability
consistently increasesin FTTT, whiledecreasesin LEACH
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FIG 2. ENERGY CONSUMPTION WITH VARYING NUMBER
OF SNS AND CHS
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asexaminedinFig. 3(a-b). With 100 SNs, FTTT4 isshowing
highest tracking packet delivery probability. With 150 and
200 SNis, packetsreceived by the BSaremorein FTTT3
than all others. The total packets received by the BSin
LEACH arelesshbecause of dynamic clustering [7].

6.3 Energy Reduction with Redundant

Nodesin Sleep Sate

The energy dissipation comparison completed with all
steps of FTTT protocol is specified by RN: Sleep state
and without applying step 2 of FTTT protocol and alowing
RNsto transmit information to CHsisrepresented asRN:
Activestatein Fig. 4. It isobviousthat asignificant amount
of energy saving is achieved in case of the RN: sleep
state. Inthe RN: active state more SNsare sending datato
CHs at the cost of additional energy, while in the RN:
sleep state; RNs arein sleep state.
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FIG. 3. TRACKING PACKET DELIVERY PROBABILITY WITH
VARYING NUMBER OF SNS AND CHS

6.4  Network Throughput

It is defined as the total number of packets received at
the BS divided by simulation time and the results are
highlighted in Fig. 5. In RN: active state, there is
continuous raise in network throughput due to greater
number of packet reception by the BS, thus consuming

more energy ascomparedto FTTT3, FTTT4and FTTTS5.
It rises with the increase of number of SNsin FTTT3,
FTTT4, FTTTS5 and LEACH with highest rate in RN:
active state having approximately 52%, 50% and 53%
more rate in case of FTTT3, FTTT4 and FTTT5
respectively.

6.5 Averagel atency

Itisthetime interval when atarget information packet is
received by aCH or an SN until thetimeinstant when the
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Energy (J)
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<
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FIG 4. ENERGY REDUCTION WITH VARYING NUMBER OF
SNS AND CHS
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FIG 5. NETWORK THROUGHPUT WITH VARYING NUMBER
OF SNS AND CHS
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packet is delivered to the BS. It is the sum of all times
taken by apacket send from CHs or SNsto reach the BS.
The average latency ishighest in RN: Active state due to
redundant data transmission. In case of 200 SNs, the
averagelatency of FTTT isapproximately equal to LEACH,
whilethe other latencies does not show consistent increase
or decrease ashigh lighted in Fig. 6.

6.6 Fault Tolerance

Percentage of fault tolerance is measured by the number
of overlapping SNs and the total number of SNs in the
network. Fig. 7 depicts fluctuation in the % of fault
tolerance with theincrease of network size. FTTT5 offers
best fault tolerance due to the identification of more RNs
by CHs.

0.00147 mprTT3 MFTTT4 MFTTTS MLEACH
0.0012+
0.001
0.0008 1
0.00061
0.0004
0.00021
100

0 =
150 200 200(RN: Active State)
Number of Sensor Nodes

Average Latency

FIG 6. AVERAGE LATENCY WITH VARYING NUMBER OF SNS
AND CHS

1 == FTTT3
s FTTT4
- FTT5

Fault Tolerance (%)
Y

100 150 200
Number of Sensor Nodes

FIG 7. FAULT TOLERANCE OF SNS

Overall, simulations demonstrated that the FTTT protocol
can achieve high tracking packet probability, low latency,
high throughput by implementing node duty cycle for

each MN in favor of power saving.
7. CONCLUSIONS

A well written overview of node clustering schemes of
WSNsis presented in previous work. In this paper, we
have proposed an energy-aware cluster-based fault-
tolerant target tracking strategy. The CHs are the
network managers supporting schedule management,
moving target tracking, as well as recovering SNs and
CHs from failures. The cluster-based approach and
identification of overlapping SNs made fault tolerance

plausible.

During the target tracking, only the SNs with stronger
signa areallowed to send information to CHs, minimizing
transmission energy utilization. The simulation results
prove the advantages and scalability of FTTT interms of
trade off between number of SNs, energy utilization,
network throughput and average latency as compared to
LEACH. Our future plan includes extending the energy
model by taking into account sensing and processing
energy utilization. Dealing with multiple target
identification, tracking and recovery of track losses is

another avenue for research.
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