Vol.46, No.2 / 2015

INMATEH:-- dq ricultural anqmcctmq

HARVESTING SCHEDULING OPERATIONS FOR THE MACHINERY OWNERS UNDER MULTI-
FARMLAND, MULTI-TYPE SITUATION WITH TIME WINDOW
--AN EMPIRICAL STUDY ARISING IN AGRICULTURAL CONTEXTS IN CHINA

/

BT FHIZERY R ER W R

Lect. Ph.D. Xiaoning Zhu?’, Lect. Ph.D. Rui Yan? , M. Ec. Hongli Wang?’

1>
2)

EHITRINE &R IR VT BT

School of Economic and Management, University of Science and Technology Beijing, Beijing / China
School of Economic and Management, Beijing Information Science & Technology University, Beijing / China

Tel: +861062333854; E-mail: zhuxiaoning@ustb.edu.cn

Abstract: Harvesting scheduling operations and
allocations are very important for the agricultural
machinery owners and the farmers regarding to finish
the harvesting work. Most of the machinery owners
schedule their farm machinery by experience, which is
a big waste of the agriculture resources. This paper is
an attempt to schedule the agricultural machinery for
the machinery resource centers under multi-farmland,
multi-type machinery situation with time window
constrain in order to maximize efficiency of resource
utilization. A novel modelling method with improved
genetic algorithm is presented. An empirical study of
an agricultural machinery association in Hebei
province in China is illustrated and the results show
that the models and the scheduling algorithm
proposed in this study can improve agricultural
utilization of the farm machinery resource centers and
reduce the costs of agricultural machinery usage.

Keywords: scheduling operations, agricultural
machinery, time window, multi-type machinery

INTRODUCTION

China, as one of the biggest agricultural countries in
the world, has achieved rapid development, with high
rates of agricultural mechanization and the continuous
progress of agricultural modernization. As a result, there
are more and more agricultural machinery cooperation
organizations or agricultural machinery associations in
China. However, Most of the machinery owners schedule
their farm machinery by experience, which is a big waste
of the agriculture resources, so harvesting scheduling
operations and allocations are very important for the
agricultural machinery owners and the farmers in order to
finish the task of agricultural harvesting on time, as well
as improve the utilization efficiency of agricultural
machinery and reduce agricultural resource waste.

The paper is organized as follows. The next section is
the literature review regarding the schedule operations.
Following is the introduction of model for the agricultural
machinery scheduling and routing problem for the
machinery owners under multi-farmland, multi-type
machinery situation with time window constrain. Section
4 illustrates an empirical study of an agricultural
machinery association in Hebei province in China.
Finally, the analysis results and the conclusions are
discussed along with the related managerial implications.

The main concerns about the harvesting scheduling
operations are the schedule for the agriculture machinery
and the farmland. There have been increasing
researches focused on the scheduling of the operations
that are carried out when the crops are harvested.
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Although this area of scheduling has been the focus of
some research, solution techniques reported in the open
literature appear to be applicable to different situations
from that considered in the present paper [4-12, 14,15].

Some of the literature referenced above deals with
minimum time lags [1, 3, 12, 13]. There is less
literature available on the additional requirement of
maximum time lags than there is on minimum time lags.
The only exact procedure known to the authors was
devised by Neumann and Zimmermann (2000), however
it is not capable of solving problems of practical size in
reasonable time. There also exist polynomial-time
heuristics for solving the scheduling problems [2, 11-13].
The last technique is based on a neural network model
based on heuristic methods [4, 10, 16].

Few studies take into account both time factor and
spatial factors, however, in agricultural operations, time
factor and spatial factors are constraints which appear in
the bound form of time period (time window) and network
topology, causing difficult in building and solving the
model of agricultural [15-17]. In this context, considering
multi-agriculture  machinery resource center, multi-
farmland, multi-type and time window constraints, we
establish the mathematical planning models and propose
a modified fuzzy hybrid genetic algorithm to solve this
kind of scheduling model.

MATERIAL AND METHOD

In this context, we study all farm machinery resources
centralized deployment problems under an agricultural
machinery association. The agriculture machinery
resource refers to the different kinds of agriculture
harvester. One agriculture harvester can be arranged to
the other farmland after the work in one farmland only if
the work in the first farmland is totally finished.
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Fig. 1 — Distrubution diagram of agriculture machinery scheduling

The related assumptions are as follows:

(1)There are multiple agricultural machinery resource
centers scattering in different position, and the farmland
coordinates are known and fixed,;

(2)Each agricultural machinery resource center has a
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certain number of different types of agricultural
machinery and equipment, and the number and
specifications (speed, fuel consumption, operation ability,
etc.)of various types of agricultural machinery equipment
are known and fixed;

(3) The farmland are in different positions, and each
farmland has a certain number of different types of
agricultural machinery equipment;

(4) The location, price, operating time window and the
requirements pd agricultural machinery equipment, of
each farmland are known and fixed;

(5) All distances between agricultural machinery
resource centers and farmland are known, and there is
no differences between each of the road;

(6) Take minimizing the farm machinery driving
distance as a goal.
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Table 1
Explanations for the symbols in the modle
No. Symbols Explanation of symbols
1 | The total number of the agriculture machinery resource centers, i=1, ..., 1
2 J The total number of the farmlands, j=1,...,J
3 N The sum of the number of the agriculture machinery resource centers and the number
of the farmlands, n=1,...,N,N=I+J,i=1,...,1, j=1,...,]
4 P Types of the agriculture machinery, p=1,...,P
5 Mip The number of p type of the agriculture machinery in agriculture machinery resource
centeri, k=1, ..., Mjp
6 Qv The capacity of the agriculture machinery p
7 Aj The area of the farmland j, j=1, ...,J
8 G The cost per unit area of farmland j, j=1,...,J
9 [tbj ,tej] The time window for the farmland j, j=1,...,J
10 [one The distance from center n to center n*, n=1/, ..., N, n*=I, ..., N
11 Vp The average speeds of the agriculture machinery p, p=1,...,P
12 Cp The unit mileage cost of the agriculture machinery p, p=1,...,P
13 rd; The punishment cost for the late or early arrival for the farmland j, j=1, ...,J
14 TF; The operations time for the farmland j, j=1,...,J
15 decision variable, X :{1, the nachi nery kofcenter ifromnton* ,
X 0, others
n=1, ---, N, n*=1, -, N
The Eq.(1) refers to the objective function: )AL EFR RS RPUAT B SAS+ R A

transportation costs plus the operations costs plus the
delay or early arrival punishment. The Eq.(2) refers to the
numbers of the agriculture machinery constrain. The
Eq.(3-5) refer to the requirements that all the farmland
tasks must be finished on time. The Eq.(3-5) refer to the
decision variable value constrain.

M
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This computation is followed by running Genetic
Algorithm (GA) operations. Under the consideration of
disadvantages of premature convergence and local
optimal solutions of GA, an improved fuzzy genetic
algorithm is proposed in this paper, the Selection retains
the successful solutions, whereas crossover and
mutation are included to try to diversify the remaining
candidate solutions for the next generations. In the next
step, the parameters of the GA are updated by an
adaptive fuzzy logic controller to improve the algorithm’s
performance. The newly adjusted parameters are then
used in the next generation. This evolutionary process is
repeated until a predefined number of generations is
reached. The flow chart of fuzzy genetic algorithm is
shown in Fig. 2

AR AL (Genetic Algorithm, GA) #4733k
fift. WALSRAE N —Fh e, fIfE. AHEMERASEVE,
FAA R I SR . B IR R AR LR R I
S PN SR R DA S — S [E AT R S . O T R A Bk
f s a5, AR ST H — b SO AR 388 A BV SR AR A AL R A
B, EBEER TR, s XORAR S F AR ORI e
fofh, ESVRIEAGERE A, I AR I A ) A s A 1
A8 MRS AR S e 6, AT 38 7 S AT SIO I 2 i AL S
o ARYE AR R IR ARG R . T RIE R IR X
R AN TE L 2 R (R0 J, SR 1) 3 SOARRE %6 1A% 5
o PO FERAR R W 2 Fis:

| Generate initial population |

| Fitness computation l&———
v

| Selection operator |

| Crossover operator |

| Fuzzy logic module |

| Mutation operator |

Yes
End

—__Stop criterion is reacheaz;>—

Fig. 2 =The flow chart of fuzzy logic genetic algorithm

(1) Encoding.

Traditionally, a chromosome is a sequence of binary
digits, which represents a solution in the problem domain.
The bits of the chromosome are referred to as its genes
and are mapped to parts of a solution. Binary digit
encoding method is used in this paper. There is an
example that includes two centers and ten farmlands,
and the binary digit encoding of this example is shown in
Fig. 3.

(1) Y

feg b, —aRGetathrt — it Eer A, AURTEN
RIS — R s GO Z BRI, X I i ok
Ti Ry ASUEH T Z#E BT mi T E. A A
LA W SARML RS RIZ AR 7, XA =
Ef T AN 3 Brs .

Fo-smso-- Farm 10--------- !
Foomsms-- Farn12—-——}---—:
kb Farm 1------ %—1 : i
vy vYYy v
(1of1f1fofof1[1fo[1]0[1][1]0[1][0f0[2[1[0]. .].]

Center 1

Center 2

Fig. 3 — Binary digit encoding
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(2) Fitness function.

Usually, the reciprocal of objective function is chose as
fithess function. But the fitness value will be small and
can’t be adjust. And the difference of fithess value in
different problems is greatly.

(3) Selection operator

Binary tournament selection: In this selection process,
two individuals are selected at random from the
population and the fittest one is selected for reproduction.

(4) Crossover operator

Order crossover operator (OX): The order crossover
operator is designed for order-based permutation
problems. Two crossover points are randomly selected
and the segment between them is copied to the offspring
from the first parent. Starting from the second crossover
point in the second parent, copy the elements to the
offspring in the order they appear in the second parent,
avoiding repetition. The second offspring is created in the
same way, reversing the roles of the parents. The steps
are shown in Fig. 4 and 5.

P1
[1]o[1[1]0]0 1]1]0]1]
P2

[1[1]ofofa]1Tofo[1]1]
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Fig. 4 — Crossover operator

P1
[1]o]1[1]ofo]2]1[0[1]
P2

[1[2[ofofz]1]ol0[2]1]

—> [1]1]o[1]ofof1]0]1 1]

Fig. 5 — Crossover operator

(5) Mutation operator

Invert mutation: This operator works by randomly
selecting two positions in the string and reversing the
order in which the values appear between those positions

(Fig. 6).

(5) BRHEF

A IS A AR R B R B ML 3 A
A A B R A IR AL B 2 I BE A Eos B (E
6) .

[2[o[2]2]olof1]1[0]1]

|

[1[1]ofo]1]1]0]0[1]1]

Fig. 6 — Mutation operator

In this context, we propose a fuzzy logic rule according
to the chromosome fitness value and the population
average fitness value variation. F is the fithess value of
current chromosome. F, is the average fitness value of
chromosomes of generation r's population. F_, is the
fitness value of the best chromosome in current
population. F,, is the fitness value of the worst
chromosome in current population. The output parameter
is the mutation probability, and the input parameters are
shown in table 2.

Input parameters

AR S AR AR e Ao ML R AR R 1 503 N P A
LS (mutation) MESIOBIMIZ AN . F &4 R7 %
OPRRERI . F, R T St 0408 B )T 42
. Fo Al ADhmiF RERENZHE. R, 2%
AN AP fe R Qe AR A& I BE AR - it PR S B A8 5 X
R, WMANSEIE 2 .

Table 2
of fuzzy logic module

Input parameter

Parameter explanation

AF

_(F-F)

F, AFe[01] rs1
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Input parameter

Parameter explanation

a

 (Fu—F)

max

(Fmax - Fmin) ae [0,1]

There are nine sematic values in the fuzzy logic
module, which ES means extremely small, VS means
very small, S means small, RS means relatively small, M
means medium, RL means relatively lager, L means
lager, VL means very lager and EL means extremely
lager. The triangle membership function is used in this
paper. According to the sematic value and triangle
membership function, we can get the graphic of
membership function as shown in Fig. 7.

ES VS S RS

FEROHIZ AR 9 M UE,ES BWHE NI/ VS
BREIEE /NS EEE /DN RS FEAMB/NM bk
IA],RL SR RN KL BRAE K N R AR # KA EL
BWRENIL R ASCRA=MIBHISR R RS RYETE HE
M=fe R s, BATAT LR RIQIE 7 Pros iR e s %k
I

0.0 0.1 0.2 0.3 0.4

0.5 0.6 0.7 0.8 0.9 1.0

Fig. 7 — The membership function graphic of input and output parameter

According to the fuzzy logic and the membership, we
can get the fuzzy logic rules as shown in table 3.

UGB 48 5 2 0L BE s, FRATTAT LAAS BB 2 48 10
M, sk 3 fis.
Table 3

The fuzzy logic rules of mutation probability

y ES VS s RS M RL L VL EL
AF(t

ES M RL RL L L VL VL EL EL
VS RS M RL RL L L VL VL EL

S RS RS M RL RL L L VL VL
RS S RS RS M RL RL L L VL
M S S RS RS M RL RL L L
RL VS S S RS RS M RL RL L

L VS VS S S RS RS M RL RL
VL ES VS VS S S RS RS M RL
EL ES ES VS VS S S RS RS M

RESULTS g3

An empirical study of an agricultural machinery
association in recent five years schedule in Hebei
province in China is illustrated. The situations of this
asscociation is as follows: there are five agricultural
machinery resource centers, and there are 6-10 large-
size, medium-size and small-size harvesters in each
resource center. There are 9 farmlands (131 thousand
mu)in 2010 and 13 farmlands (164 thousand mu)in 2014.
The time peirod for harvesting is twelve days. The cost
for harvesting is recorded according to the actual values.
We compare the actual costs with the optimized costs in
recent five years, and the results are shown in Table 4.

G db g FEREURHA LU 5 FERRRIEL, TFRE
BRI RIG IR o SEUE M IR ARB N I RMANT
W5 MNMERMLA, BNRPLEHAE 6~10 fk. H. /AL
FAHL; WeRIFE L2 35 A AR ML 2 A 2010 4R 9 R
WK T 2014 FH) 13 B, MM 2010 451 13.1 JiH
WK F| 2014 410 16.4 Jiw. FRAE 12 K2l KBiTHE
Ve et I SN (s RO A=l SR DA D N EPS
WA T R AE . IR R R A S AL S
[&E BHET I, X g R LR 4.

Table 4
The empirical study results
Costs i
Year Area (mu) Cost re((cj)/u)ctlon
actual costs optimized costs 0
2010 13.1 1420.5 1253.7 11.74
2011 14.7 1524.4 1337.7 12.25
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Costs i
Year Area (mu) Cost rezciu;:tlon
actual costs optimized costs %
2012 15.6 1588.1 1405.6 11.49
2013 15.9 1578.8 1386.5 12.18
2014 16.4 1676.8 1451.4 13.44
Average 15.14 1557.7 1366.9 12.22
CONCLUSIONS ZE

This paper is an attempt to schedule the agricultural
machinery for the machinery resource centers under
multi-farmland, multi-type machinery situation with time
window in order to maximize efficiency of resource
utilization. A fuzzy logic genetic algorithm is presented
to solve this model. An empirical study of an agricultural
machinery association in Hebei province in China is
illustrated and the results show that the models and the
scheduling algorithm proposed in this study can
improve agricultural utilization of the farm machinery
organizations and reduce the cost of agricultural
machinery cost as high as 1980 thousand RMB per
year, which accounts for 12.22 percents.
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