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Abstract: In data mining in order to analyse vast amount of data, Frequent itemset mining play an important role. In practice, 

Frequent pattern mining cannot meet the tasks of real world problems due to itemsets vary in numerous measures. Hence an evolving 

technique called Utility-based data mining is used in  data mining processes.The utility mining not only considers the frequency but 

also see the utility associated with the itemsets.The basic idea of utility mining is to extract the itemsets with high utilities, by 

considering user preferences such as profit,quantity and cost from OLTP systems. In our proposed approach, we are using UP growth 

with Genetic Algorithm. The approach is that UP growth algorithm would generate Potentially High Utility Itemsets and Genetic 

Algorithm would optimize and provide the High Utility Item set from it. On comparing with existing algorithm, the proposed 

approach is performing better in terms of memory utilization. 
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I.INTRODUCTION 

 

A. Data Mining 

 

Data Mining refers to extracting or mining knowledge from large databases. Data mining and knowledge discovery in the databases is 

a new interdisciplinary field, merging ideas from statistics, machine learning, databases and parallel computing. Hence Data mining 

can be defined as: a)non trivial extraction of implicit, previously unknown and potentially useful information form the large databases, 

b)the search for the relationships and global patterns that exists in large databases but are hidden among vast amounts of data, c)refers 

to using a variety of techniques to identify nuggets of information or decision –making knowledge in the database and extracting these 

in such a way that they can be put to use in areas such as decision support , prediction, forecasting and estimation, d)it is the system 

self learns from the previous history of investigated system , formulating and testing hypothesis about rules which system works 

properly ,e)the process of discovering meaningful, new correlation pattern and trends by shifting through large amount of data stored 

in repositories , using pattern recognition techniques as well as statistical and mathematical techniques.[1] 

 

For the past two decades data mining has emerged as an important research area .This is mainly due to the inter-disciplinary nature of 

the subject and the diverse range of application domains in which data mining based products and techniques are being employed. 

This includes bioinformatics, genetics, medicine, clinical research, education, retail and marketing research. 

 

Data mining has been considerably used in the analysis of customer transactions in retail research where it is termed as market basket 

analysis. Market Basket Analysis is the process of exploring customer buying habits by finding associates between the different items 

that customers place in their “Shopping Baskets”. The discovery of such associations can help retailers develop marketing strategies 

by gaining insight into which items are frequently purchased together by customer. 

 

B. Frequent Itemset Mining 
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Frequent itemset mining is the mining of frequent itemsets (set of items) from transactional or relational data sets. An itemset can be 

defined as a non-empty set of items. An itemset with k different items is termed as a k-itemset. For e.g. {bread, butter, milk } may 

denote a 3-itemset in a supermarket transaction .The notion of frequent itemsets was introduced by Agrawal et al [2].Frequent itemsets 

are the itemsets that appear frequently in the transactions. The goal of frequent itemset mining is to identify all the itemsets in a 

transaction dataset [3]. Frequent itemset mining plays an essential role in the theory and practice of many important data mining tasks, 

such as mining association rules [2,4,5], long patterns ,emerging patterns, and dependency rules. It has been applied in the field of 

telecommunications, census analysis and text analysis [6]. 

 

The criterion of being frequent is expressed in terms of support value of the itemsets. The Support value of an itemset is the 

percentage of transactions that contain the itemset. 

 

C. Utility Mining 

The restrictions of frequent or rare itemset mining inspired researchers to conceive a utility based mining approach, which allows a 

user to conveniently express his or her perspectives concerning the usefulness of itemsets as utility values and then find itemsets with 

high utility values higher than a threshold [8] .In utility based mining the term utility refers to the quantitative representation of user 

preference i.e. the utility value of an itemset is the measurement of the importance of that itemset in the users perspective. For e.g. if a 

sales analyst involved in some retail research needs to find out which itemsets in the stores earn the maximum sales revenue for the 

stores he or she will define the utility of any itemset as the monetary profit that the store earns by selling each unit of that itemset. 

 

Here note that the sales analyst is not interested in the number of transactions that contain the itemset but he or she is only 

concerned about the revenue generated collectively by all the transactions containing the itemset. In practice the utility value of an 

itemset can be profit, popularity, page-rank, measure of some aesthetic aspect such as beauty or design or some other measures of 

user‟s preference. 

 

Genetic Algorithm: 

The basic steps involved in the Genetic Algorithm are: 

i) Encoding 

ii) Population Initialization 

iii) Fitness Function 

iv) Genetic Operators 

v) Evaluation and 

vi) Termination Criteria 

Encoding:  

Encoding is the starting point of Genetic Algorithm. Here several types are available like Binary Encoding, Permutation 

Encoding, Value Encoding and Tree Encoding. In our problem, Binary Encoding has been used, in which Binary value „1‟ represent 

presence of an item and „0‟ represent absence of an item in an itemset. Chromosome length is fixed and it is equal to number of 

distinct items (n) which is obtained from the transaction database. 

 

Population Initialization:  

Given an itemset length „k‟, all the genes (item) in a chromosome are encoded as „0‟. The initial population is produced using random 

number generator. If the generated random number is „r‟, then the chromosome is encoded as „1‟ at r th position. This represent ir item 

presents in a chromosome (itemset). Upon randomly 

generating an item in a chromosome, it is checked against other items already generated in the same chromosome and if the item is 

present a new number is randomly generated until it is unique. This is repeated until generating „k‟ unique random numbers. This 

process should hold the conditionk  n. 

Fitness Function:  

The main goal this work is to generate the high utility itemsets from the transaction database. Hence, the fitness function is essential 

for determining the chromosome (itemset) which satisfy minUtil threshold. The following fitness function [15] has been used 

                 f(X)=u(X)=∑Tq∈DX Tq u(X,Tq) 

 where u(X) – utility measure, T- Transaction, D- Database, X-item set. 
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II.  LITERATURE REVIEW 

 

In this section we present a brief overview of the various algorithms, concepts and approaches that have been defined in various 

research publications.Wide range of studies have been done for mining frequent patterns. Among the issues of frequent pattern 

mining, the most famous are association rule mining and sequential pattern mining.  

 

Agarwal et al in [2] studied the mining of association rules for finding the relationships between data items in large databases . 

Association rule mining techniques uses a two step process. The first step uses algorithms like the Apriori to identify all the frequent 

itemsets based on the support value of the itemsets. Apriori uses the downward closure property of itemsets to prune off itemsets 

which cannot qualify as frequent itemsets by detecting them early. The second step in association rule mining is the generation of 

association rules from frequent itemsets using the support – confidence model. 

 

Han et al [14] proposed a novel frequent pattern tree (FP-tree) structure, which is an extended prefix-tree structure for storing 

compressed, crucial information about frequent patterns, and develop an efficient FP-tree based mining method, FP-growth, for 

mining the complete set of frequent patterns by pattern fragment growth.Efficiency of mining is achieved with three techniques: (i) a 

large database is compressed into a highly condensed, much smaller data structure, which avoids costly, repeated database scans, (ii) 

FP-tree-based mining adopts a pattern fragment growth method to avoid the costly generation of a large number of candidate sets, and 

(iii) a partitioning-based, divide-and-conquer method is used to decompose the mining task into a set of smaller tasks for mining 

confined patterns in conditional databases, which dramatically reduces the search space. The main limitation is expensive to build and 

mining from FP-tree. 

Liu et al [7] proposed Fast high utility item set mining algorithm, which is mainly composed of two mining phases. In phase 

I, it employs an Apriori-based level-wise method to enumerate HTWUIs. Candidate itemsets with length k are generated from length 

k-1 HTWUIs, and their TWUs are computed by scanning the database once in each pass. After the above steps, the complete set of 

HTWUIs is collected in phase I. In phase II, HTWUIs that are high utility itemsets are identified with an additional database scan. 

Although two-phase algorithm reduces search space by using TWDC property, it still generates too many candidates to obtain 

HTWUIs and requires multiple database scans. 

 

In this paper [13], two efficient sliding window-based algorithms, MHUI-BIT (Mining High-Utility Itemsets based on 

BITvector) and MHUI-TID (Mining High-Utility Itemsets based on TIDlist), are proposed for mining high-utility itemsets from data 

streams. The advantage is mining high-utility itemsets with negative item profits over stream transaction-sensitive sliding windows 

but memory issue cannot be overcome as expected. In the paper [16] Tseng et al proposed to discover temporal high utility itemsets 

which are the itemsets with support larger than a pre-specified threshold in current time window of data stream. A novel approach 

THUI (Temporal High Utility Itemsets)-Mine has been used for mining temporal high utility itemsets from data streams. 

 

III. PROPOSED WORK 

 

The proposed method can be broadly classified into two stages as mentioned in Fig.1 

1. Construct UP tree and identify potentially high utility itemsets (PHUI) using UP growth algorithm[19]. 

2. Identify the actual high utility item set from PHUI using genetic algorithm. 

In Stage I, the global UP(utility pattern) tree has been constructed with two strategies – DGU (Discarding Global Unpromising Items) 

and DNU (Decreasing Global Node Utilities). After that, Reorganised Transaction table has been formed with RTUs(Reorganized 

Transaction Utility). 

 

Construction of Global UP Tree: 

In an UP-Tree, each node consists of item name,count, node utility (overestimated utility of node), parent node of N and child node 

details.A table named header table is employed to facilitate the traversal of UP-Tree. In header table, each entry records an item name, 

an overestimated utility, and a link. The link points to the last occurrence of the node which has the same item as the entry in the UP-

Tree. By following the links in header table and the nodes in UP-Tree, the nodes having the same name can be traversed efficiently. 

 

 

http://www.ijergs.org/


International Journal of Engineering Research and General Science Volume 3, Issue 2,  March-April, 2015                                                                                   
ISSN 2091-2730 

1361                                                                                                   www.ijergs.org  

 
Figure 1: High Utility Itemset mining using UP growth with Genetic Algorithm – Data Flow Diagram 

 

DGU (Discarding Global Unpromising Itemsets): 

This involves two scan of database and during the first scan, Transaction Utility (TU) of each transaction is computed as well as TWU 

of each single item accumulated. In the second scan, transaction are inserted into UP tree and also unpromising items are removed. 

 

DNU (Decreasing Global Node utilities): 

This is a Divide and Conquer process that would be useful for large database having lots of transactions. It divide the search space into 

smaller spaces in such a way that conditional tree has been constructed. 

 

Then UP Growth algorithm started (Figure 2) and it involves 2 strategies – DLU (Discarding Local Unpromising items) and DLN 

(Decreasing Local Node) Utilities. This algorithm is called recursively and generate Potentially High Utility Itemsets (PHUI). The 

DLU (Discarding Local Unpromising items) and DLN (Discarding Local Node Utilities) is similar to DGU and DNU discussed earlier 

and  has been used to effectively generate PHUI (Potentially High Utility Itemset). 

 In Stage II, the Genetic algorithm [18] is invoked (Figure 3) to mine the actual high utility item sets from the PHUI and 

optimally generate the required items. The genetic algorithm is chosen because it is a promising solution for global search and it is 

capable of discovering high utility itemsets with corresponding parameters quantity and profit. Here the basic steps involved are 

Encoding, Population Intialization, Fitness Function, Genetic Operators, Evaluation and Termination Criteria. To the best of our 

knowledge, this is the first time with this combination of UP growth and Genetic algorithm is used. Tournament replacement strategy 

for selection of candidate from the population has been used. Based on the Minimum threshold value, the fitness function has been 

evaluated and candidate item set is selected for next iteration till the termination criteria reached. 

 

         
 

Figure 2: Generate PHUI – UP Growth Algorithm             Figure 3: Generate HUI – Genetic Algorithm 
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IV. PERFORMANCE COMPARISON 

 

Here we compare the performance of our proposed approach with other algorithm in terms of memory consumed with sample dataset 

and the approach is better when the threshold value is increasing.  

 

           
Figure 4: High Utility Itemset mining using UP growth with Genetic Algorithm – Performance Comparison 

 

 

V. CONCLUSION 

 

Frequent itemset mining is evolved on the platform that the itemsets which appear more frequently in the transaction databases are 

of siginificant to the user .However the effectiveness of mining the frequent itemset by considering only the frequency of appearance 

of the itemsets is challenged in many application domains such as Medical research, retail research. On many occasions, in real 

applications that the itemsets that contribute the most in terms of some user defined utility function (for e.g. profit) are not necessarily 

frequent itemsets as observed in various studies.[17] Hence new concept called Utility mining evolved which attempts to bridge this 

gap by using item utilities as an suggestive measurement of the importance of that item in the user‟s perspective. Here most of the 

existing work is dedicated towards reducing the search space while searching for the high utility itemsets. 

 

A novel approach to use UP growth algorithm with Genetic algorithm has been explored in this paper. When comparing the 

performance with existing algorithms, the proposed approach shown better results in terms of memory utilization. 
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