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Abstract—Distributed computing systems are used
for high performance computing tasks, taking advan-
tage of join processing power of multiple independent
computers, but they are interconnected by network.
These high performance systems can be divided into
two classes of distributed computing systems: computer
cluster and grid computing. The FightAIDS@Home is
a distributed system toward the search for solutions
for the AIDS treatment, and this project is led by the
Olson Laboratory, California. Nowadays, this project
use computing resources of the Grid World Community
Grid, which consist mostly of computers of ordinary
users, using open and non-specific standard proto-
cols and interfaces to ensure interoperability between
different systems. These paper presents information
from a case study about FightAIDS@Home and its
implementation, using aspects of distributed systems
such as grid computer and cloud computing to support
implementation of collaborative computing.

Index Terms—Distributed computing, grid comput-
ing, FightAIDS@Home, World Community Grid.

I. Introduction

OFightAIDS@Home is a distributed system used in
the biomedicine field that helps in the research and

in the discovery of alternatives for treating and curing
AIDS. This project associated itself in November/2005
with the World Community Grid (WCG), a computer
grid whose processing results come from the collaboration
among volunteers, that donate processing time from a
large number of personal and work computers from all
over the world through the Internet. Participation is open
to everyone and in order to become a volunteer all that is
required is to copy and install the freely available project
integration software, available at the WCG site, that will
execute in background when the volunteer computer is
idle.

In the first three years of the project, more than 409
thousand persons became volunteer and made available
the processing power of over 1,1 million computers to
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give impulse to humanitarian research, the equivalent of
192,400 processing years for this computer grid [4].

This paper intends to explain FightAIDS@Home as a
distributed system, showing the concepts of grid comput-
ing and its working in the collaborating stations. We will
describe the project origin, initial motivation and its main
responsible and maintainers, establishing a detailed and
current view of FightAIDS@Home at the WCG, with some
of its technical specifications and characteristic and also
reporting on some of the possible advances and future
perspectives of the WCG.

In spite of FightAIDS@Home being a distributed sys-
tem, its structure and working does not characterize a
cloud computing system. Nevertheless, it incorporated
concepts and tools from cloud computing, such ad dis-
tribution transparency [1], a concept that is common in
distributed systems like this one.

Besides, distributed and collaborative computing imple-
mented by the WCG and used by FightAIDS@Home is
also associated with the concept of e-Science, that may be
defined in a simplified way as activities of intensive scien-
tific computing that are performed in highly distributed
network environments [10], as in grid computing.

This text is organized into two parts. Initially, the
second and third sections explain FightAIDS@Home, pre-
senting some of its basic aspects and the fundamentals of
its organization, technique and some data on its working
inside the WCG. Following, the fourth section is about the
WCG, presenting data on some of the projects it hosts
and how collaborative computing has been adopted over
the world. The content of this paper is completed with
the current introduction, that presents some observations
on the problem at hand and with the conclusion, which
summarizes the importance of FightAIDS@Home and of
WCG as its computing infrastructure.

II. Concepts and Aspects of Dsitributed
Systems in FightAIDS@Home
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OFightAIDS@Home is a distributed computer system
hosted at the WCG (a communitarian grid comput-

ing system kept by IBM) whose goal is to help the research
that seek the cure and treatment to many diseases [11],
being the first project hosted at WCD, as we can see in
the information provided by the Olson lab [7].

The working structure of a computational grid proposes

to combine the processing power of many com-
puters connected by a network in order to per-
form trasks that would not be possible to execute
using a single computer (at least with acceptable
performance) and, at the same time, incur in a
cost that is smaller than the one incurred by a
supercomputer of equivalent power [9].

Scalability and scalability transparency are attributes
of WCG, as in all distributed systems. Therefore, the
nodes that make the computational grid can be either
permanent or temporary. Hence, the same happens with
FightAIDS@Home. Besides, grid computational systems
can be formed to execute a specific task and then dis-
banded. The “entry” or “exit” of a node in the grid can
be done simply by activating of deactivating a software in
each computer.

In order to contribute with the projects hosted at the
WCG as FightAIDS@Home itself, all it takes is to copy
and install the project integration software. After its in-
stallation, this software will use idle processing time in the
host computer to integrate it to the computational grid in
order to perform simulations, projections and calculations.

III. Main Aspects of FightAIDS@Home

OFightAIDS@Home uses distributed computing in
order to help the research for the discovery of AIDS

treatment. It executes a software called AutoDock, that
codifies physical, chemical and biochemical characteristics
for the forecasting of flexible target molecules that are
the possible candidates (related to the proteic structure of
the drug) that could associated to the protease structure
using, for instance, clivage or peptidic bonds. The goal is
to choose the best target molecules that come from the
protease and test them in the wet lab [7].

This proposal to predict candidate molecules and proteic
structures is called molecular modeling through structural
homology and uses experimentally determined proteic
structure to try to predict the conformations of other
proteins that have similar amino acid sequences. The
similarity between the protein with the solved structure
(the mold protein) and the one we intend to model (the
target protein) is a determinant of the quality of the
structural models generated as well as it applicability in
the development of drugs and pharmaceuticals.

According to the WCG [16], in April 8th, 2011,
FightAIDS@Home surpassed the equivalent to 132 thou-
sand processing-years and has generated 133,5 millions
results. The daily average processing time, up to that date,
is equivalent to 67 processing years, generating daily a
little less than 68 thousand results.

A. Project organization

FightAIDS@Home is coordinated by professors Arthur
Olson, from the Molecular Biology Department at the
Scripps Research Institute, in La Jolla, and Rik Belwe,
from the Cognitive Science Department at the University
of California, in San Diego, and its structure is financed by
the National Institute for Health (NIH) in order to develop
new therapeutical approaches based on better knowledge
of HIV structural biology [6].

Occupying important spots in the project team are dr.
Alex Perryman, specialist int he use of protein structure
information ; Stefano Forli, PhD in pharmaceutical sci-
ences; Dallakyan Sargis, responsible for the hardware and
software environment for the Molecular Graphics Labo-
ratory and chief developer of Python Molecular Viewer
(PMV); Garret Morris, co-author of AutoDock and spe-
cialist in computational chemistry and molecular mod-
eling. Also a participant member, IBM is the technical
responsible for WCG infrastructure [7].

FightAIDS@Home is one of the six active projects at the
WCG and Table I shows the amount of processing time
(years equivalent) of each of these six projects. Besides
the active projects, WCG still has six other intermittent
projects and six finalized ones.

TABLE I
List of active projects at the WCG [13]

Project Approx. processing time (years)

FightAIDS@Home 132.000

Human Proteome Folding 86.000

Help Conquer Cancer 73.500

Help Cure Muscular Dystrophy 41.200

Computing for Clean Water 14.000

The Clean Energy Project 3.600

Among the goals of FightAIDS@Home, these researches
and their teams intend to create new drugs, increase the
understanding of AIDS structural biology and to stidy the
mechanisms of resistance to several drugs used by the HIV
to ‘escape” from the action of currently used drugs [7].

B. Aspects and technical specifications

As all projects hosted at the WCG, FightAIDS@Home
is based on a collaborative and distributed computing
structure, where the system nodes, made available by
volunteers, download and install a software agent whose
execution in started with the activity of screen saver. Each
node receives a small data set, called work units (WU), to
process. Each WU is sized at 512 KB [18] and each WU
can be transmitted to three different nodes [4].

When the nodes are idle, their screen saves will start
and so will the installed software agents which will process
the WUs. At the end of this processing, the results are
forwarded to the FightAIDS@Home servers.

The results for the processing of the same WU sent
to different nodes are compared, in order to validate the
results found by each node [4].
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In order to execute the software agent, the node must
have Internet connection, 250Mb RAM memory, 100Mb
free disk space and optionally, graphic exhibition capacity,
if the user wishes they are shown. There are Linux, Mac
and Windows versions of the agent available for down-
load [17].

Looking closely, we can see that the execution is a
procedure [2] that starts with each node receiving a set of
tasks and data to be processed, that is the WUs. In spite of
the fact that each WU has a standard initial size, the tasks
and WUs are calculated according to the capacity of the
node. For instance, the servers never send to a node a task
and an amount of data bigger than the node configuration
can treat (as a function of the node’s RAM memory).

The next step, after the processing itself, is to return
the data found by each node to the servers, together with
reports on those results, when the latter is validated.

Strategies of processing and validation [19] of
FightAIDS@Home are based on Simple Validation
- Type 1 in separate or together with Redundant
Computations.

In order to fully understand processing and validation
policies for simple validation, it is necessary to understand
the execution policy for the redundant processing strategy.

In redundant processing, two copies of the same WU are
sent to two different nodes and when both of them return
their results they are compared in order to assure that
they are identical and then considered valid and accepted.
If there is any disagreement in the results, then the same
data set is sent to other nodes until two of them achieve
the same results.

The same procedure is done if there is any interruption
and the result is not returned to the servers. That is,
a result is considered valid and accepted in redundant
processing if at least two different results on the same
data source found by two different nodes are equal. This
strategy establishes a high level of trust on the results
itself and on the nodes used in processing. In this strategy,
“points” are attributed to the nodes in order to grade them
as “reliable” - something that will be considered in simple
validation.

In simple validation, a single copy of the WU is sent
to a single reliable node. For a node to be considered
reliable, it must participate in the project long enough for
the platform to trust it and also must return good results
in that time period.

If the node selected to receive a WU is not reliable, then
a copy of the same WU is distributed to another node and
the rules and procedures from redundant processing apply.
Besides, as a precaution, the code executing in each node
in specific moments can verify together with the servers if
the WU processing is going according to expectations.

In order to establish and maintain a trust relationship
with the participating nodes, the reliable ones are ran-
domly sampled in order to have their results checked twice,
as in redundant processing, so that they can be “scored”
again and keep its trusted node status.

The processing and validation strategies are used in

several applications. For instance, simple validation (the
primary strategy for FightAIDS@Home) is also used in
other research projects, such as the Discovery Dengue
Drugs. Similarly, FightAIDS@Home itself uses redundant
processing that originally is a validation and processing
strategy for the Help Conquer Cancer project.

Besides Simple Validation - Type 1 and Redundant
Computations strategies, there is still Simple Validation -
Type 2 that, differently from the first two strategies, may
generate different results every time a WU is processed,
due to the characteristics of the application executing the
WU in this strategy. Simple Validation - Type 2 is not
used in FightAIDS@Home.

Control, communication and validation modules that
negotiate with the node that is receiving the WU serve
the projects mentioned above, as well as the processing
strategies.

IV. Current picture and Future of the WCG

G IVEN the usage of grid computing, together with
the infrastructure, a “virtual system” of huge pro-

cessing capacity is created for systems that are hosted
at WCG, allowing for high processing rates for those
systems [5].

A. Current picture

The five countries that contribute the most to WCG
processing time are USA, Japan, France, Canada and
Germany, with Brazil standing at 11th place (Table II).
Processing time means the contribution from each country
from the beginning of the project, that is, what “used” in
processing time from each participating country since its
beginning.

TABLE II
List of countries and execution time given to WCG [14]

# Country Approx. Processing Time (years)

1 USA 153.000

2 Japan 33.000

3 France 22.000

4 Canada 20.000

5 Germany 17.500

6 United Kingdom 16.000

7 Netherlands 11.500

8 Australia 10.300

9 Spain 6.700

10 Taiwan 6.000

11 Brazil 5.300

As to the current number of volunteers to the project,
Brazil stands at the 7th place in the ranking, as presented
in Table III, where we can see the top ten contributing
countries.

As seen in Figure 1, African countries that are those
that suffer the most with the HIV virus are those with
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TABLE III
List of countries and number of volunteers to the WCG [15]

# Country Approx. number of collaborators

1 USA 65.400

2 France 27.700

3 Germany 24.700

4 Japan 19.300

5 United Kingdom 14.800

6 Canada 11.400

7 Brazil 10.100

8 Italy 7.300

9 Australia 5.900

10 Spain 5.700

less resources invested in the collaborative effort in which
FightAIDS@Home is included.

For instance, according to the WCG [16] in April 8th,
2011, the first country to appear in the list of processing
time “donation” to the WCG is South Africa, in the 31st
position, which is equivalent to less than 1.200 processing
years. Besides, a number that may surprise many is the
small participation of China, standing at the 20th place,
with the processing time equivalent to less than 2.600
years.

Fig. 1. Participation of subcontinental regions in the WCG in terms
of collaborators [12].

The last project record at the WCG [8], up to
April 5th, 2011, accounts for 34 finished experiments in
FightAIDS@Home. The 35th is undergoing (with 85%
executed) and experiment 36 is about to start.

B. Future Perspectives

When IBM and the members of the main science, educa-
tion and social assistance in the world launched the WCG
is November, 2004, they claimed as their mission“to create
the largest public grid computing system with humanitar-
ian goal ” [3], by using collaboratively idle processing time,
once that, according to the same source, computer users
use between 10% and 15% of the processing capacity of
their equipments.

The acceptance and the success of this project can be
verifies based on the numbers it amassed in its first years.

Two years after its launch, 250.000 persons in the whole
world were already participating in the WCG and 500.000
collaborators were enrolled. In this time period, the equiv-
alent of 72.000 distributed and collaborative processing
years were used [3]. In the following year, it grew even
bigger, for more 409.000 volunteers were added to a grand
total of 1.1 million computers to help impulse humanitar-
ian research, the equivalent of 192.400 processing years for
this grid computing system [4].

In spite of those good numbers, the WCG understood
that its work was only beginning and its consulting com-
mittee, even in the beginning of the project, already
performed the task of continuously search form new re-
search project that could benefit from this grid computing
system. In this sense, one can realize that the proposal of
new researches from the WCG go according to the common
sense of world needs, given that its future projects shall
continue to fight infectious diseases but also to fight hunger
and natural disasters.

V. Final Thoughts

ALL the advances performed and the search of results
that will certainly help in the creation of newer and

better AIDS treatments would not be possible without
using the grid computing supported project, because thou-
sands of years would be required from a single computer
to amass all the processing power currently available for
the WCG.

FightAIDS@Home is an initiative that uses the concepts
of Distributed Systems and of volunteer collaborative com-
puting in the search for continuous advancements in the
fight against AIDS. The goal is to find new discoveries in
order to help Human health (for it is a worldwide issue),
exploring a huge processing capacity that is currently
inactive in millions of machines all over the world and
is currently becoming a beacon of hope for the future of
mankind.
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