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ABSTRACT

Texture is an important image-content that has been utilized for different machine 
intelligent tasks, like those in machine vision and remote sensing, which identify 
objects of interest by segmenting the image texture. This paper aims at comparing 
texture features based on DFT (Discrete Fourier Transform) with ones based on 
Gabor wavelets for unsupervised image segmentation. The comparison is realized 
theoretically, analytically, as well as empirically. Images of natural scenes from a 
standard image database have been taken as test images. Analytical comparison 
shows that the DFT-based features are computationally less expensive than those 
based on Gabor wavelets. Empirical results show that the performance of the 
texture features based on DFT is comparable to those based on Gabor wavelets.
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1.	 INTRODUCTION

Although one can find many definitions of texture 
in the contemporary literature, it has no  
definition that is uncontroversial and agreed 

upon unanimously by the image processing research 
community. Researchers have devised several definitions 
of texture comprising from a single sentence to several 
sentences. Nonetheless, one can describe texture as a 
pattern of gray level changes in an image or a local region 
therein [1]. This property of image, called texture, is an 
important image characteristic and an essential part of the 
computer vision, CBIR (Content-Based Image Retrieval) 
systems and the remote sensing alike. The texture 
processing, including texture segmentation, recognition, 
classification, synthesis, and shape from texture, is now 

already a mature field of research. Texture segmentation 
and classification is performed on the medical images for 
diagnostics [2], on natural images for computer vision 
[3], and on the remote sensing images [4] for land-cover 
classification besides several other applications.

The process of texture-based image segmentation consists 
of texture features extraction followed by clustering the 
feature space. If the segmentation result is granular with 
unacceptably high levels of salt and pepper effect [5], 
then the segmentation is refined by a post-processing like 
region growing. However, this paper avoids salt and pepper 
effect by pre-processing the feature images with Gaussian 
averaging. The experimental work presented herein 
concerns with the comparison of the two texture features, 
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each based on Gabor wavelets and DFT, respectively, for 
image segmentation. The following paragraphs explain 
image texture, and the feature description of image texture. 
There are several kinds of texture descriptors, which are 
generally [6] categorised as based on:

(i)	 Signal Processing Methods

(ii)	 Statistical Methods

(iii)	 Model-Based Methods

(iv)	 Geometrical Methods

The approach in the first category considers the spatial 
frequencies involved in the textures and analyses them 
in the spatial frequency domain using Gabor wavelets, 
discrete wavelet transforms, curvelet transforms and 
ridgelet transforms, etc. These methods are very popular 
in texture analysis for computer vision, remote sensing 
[7] and other applications.

The second category includes the texture features that 
come from histogram-like representations such as GLCM 
(Gray Level Co-Occurrence Matrix), local binary patterns, 
HLAC (Higher Order Local Auto-Correlation), and the 
LFH (Local Fourier Histograms). These features are 
known for their ability of describing the textures with 
local neighbourhood properties [6].

The third category, called model-based methods, 
includes MRF (Markov Random Fields) and fractals. The 
methods based on MRF consider that each pixel depends 
statistically on the rest of the image, whereas the fractals 
are a geometrical measure of self-similarity of a texture 
at different scales.

The fourth category includes the texture descriptors based 
on geometric features. This type of texture description 
finds applications in texture synthesis and texture mapping 
for 3D rendering of the surfaces [8,9].

The two methods categorised in the third category of 

model-based approaches can be re-categorised. Those 
based on MRF can be considered as belonging to the 
category of statistical methods, because MRF is a statistical 
entity. Furthermore, methods based on fractals can be 
categorised as belonging to the geometrical methods, 
since these texture features are based on the principles of 
fractal geometry, despite the fact that it is non-Euclidean 
geometry. Hence there remain three categories. Out of 
the three, only first two, i.e. “Signal Processing” and 
“Statistical” methods have been successfully used for 
texture analysis purposes. Therefore, methods from these 
two categories are compared herein.

Methods from the first category are usually computationally 
expensive [10], since these come from large filter banks, 
but these are moderately insensitive to noise. On the other 
hand, those from the second category are computationally 
less expensive and have comparatively much higher 
descriptive power than the former, but are highly sensitive 
to the image noise [11]. Varma, M., et. al. [10] observes 
that the texture features based on statistical methods and 
extracted from neighbourhoods as small as 3x3 pixels can 
yield as good as or even better results than the features 
extracted from large filter banks, since texture information 
is contained in the local characteristics of the immediate 
pixel neighbourhood. Ursani, A.A., et. al. [12-13] found 
that the DFT-based features perform better than the 
features based on Gabor wavelets in the application of 
texture retrieval. This paper presents a comparison of 
features based on Gabor wavelets, and texture features 
based on DFT in the application of texture segmentation.

2.	 THE GABOR WAVELETS

The studies on human vision system analyze the perceived 
image in the spatial frequency domain. For this reason, the 
Gabor wavelets are popular among the image processing 
and computer vision experts who believe that the Gabor 
wavelets are best at replicating human vision system [14]. 
Although there are several works reporting the use of 
variations of Gabor wavelets, we present empirical results 
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with the wavelets first presented in [15]. These wavelets 
are designed quite carefully to avoid wavelets causing 
redundant information. The mother Gabor wavelet is a 
function in two spatial dimensions defined as:

	 (1)

where σx and σy are functions of the scales (m), and W 
is the modulation frequency. The child Gabor wavelets 
are variations of the mother Gabor wavelets with various 
orientations and scales defined as:

	 (2)

where m is the scale,  and  are the rotated coordinates 
given as:

	 (3)

and 

	 (4)

where S and T specify the template size in no. of columns 
and rows, respectively, and θn is defined as:

	 (5)

where N is the total number of orientations, n varies from 
0-N-1 and specifies the orientation of the wavelet. In this 
equation, a>1 and is given by:

	 (6)

where M is the number of scales, Ul and Uh are the lower 
and upper centre frequencies, whose values are proposed 
in [15-16] as 0.05 and 0.4 respectively. The modulation 
frequency Wm is given as:

Wm = amUl	 (7)

where m is scale of the wavelet and varies from 0 to 
M-1. These values of m produce the wavelets having the 
frequencies of 0.0500, 0.0841, 0.1414, 0.2378, and 0.4000 
cycles per pixel. The σx and σy of the children wavelets 
are scale dependent and are given by:

	 (8)

	 (9)

These scales ensure that the wavelets cause minimal 
redundancy. The mother wavelet of Equation (1) comprises 
of a real and an imaginary part. For computational 
simplicity, we used only the real part. Therefore, the 
mother Gabor wavelet becomes:

	 (10)

Extraction of Texture Features using Gabor Wavelets: 
Thirty 30 child Gabor wavelets (templates) were generated 
using five scales, i.e. M=5, and six orientations, i.e. N=6. 
Each of these templates is then convolved with the image 
as:

	 (11)

where I is the image to be segmented, and * represents 
operation of complex conjugation. The convolution yields 
feature images Gmn, measuring (X+S-1)×(Y+T-1) pixels, 
where X and Y are the dimensions of the image in terms of 
no. of columns and rows, respectively. Before using these 
feature images for clustering, S/2 columns from top as well 
as bottom and T/2 rows from each side are removed from 
the feature images, so as to have the same dimensions as 
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of the actual image to be segmented.

3.	 DFT-BASED TEXTURE SIGNATURES

Zhou, F., et. al. [17] proposed extracting texture features 
using DFT in one dimension. Coefficients of the 1D 
(1-Dimensional) DFT of the 8-pixel sequence around 
each image pixel provide the texture signatures that are 
useful in texture segmentation, texture recognition, and 
retrieval. Cutter, G.R., et. al. [18] notes that the DFT-based 
features are an accurate description of the local spatial 
distribution of the pixel grey-levels, and uses features 
extracted from local DFT from 3 3-pixel neighbourhoods 
for remote sensing application. Ursani, A.A., et. al. [11] 
compares the features based on DFT and Gabor wavelets 
for texture retrieval; and finds the former more efficient 
and computationally less expensive than the latter.

Extraction of DFT based features: Moving 3 3-pixel 
window across a texture image, 1D DFT of the digital 
numbers (pixel values) of sequence of 8 pixels, P0 through 
P7, in the spatial domain, shown in Fig. 1 is computed as:

	 (12)

where 0<k<7, Xk represents the kth Fourier coefficient, 
x0 through x7 correspond to digital numbers of pixels 
P0 through P7. The symbol x, hereafter, represents the 
sequence of eight pixel values x0 through x7.

From the computed DFT, the absolute values of the first 
five coefficients, i.e. |X0| through |X4| are used for the 

texture description. It should be noted that the phases are 
not used because these are sensitive to image rotation. 
Also, the magnitudes |X7| through |X5| are replica of the 
magnitudes |X1| through |X3|, respectively. Altogether, 
the computed coefficients are normalised to take values 
from 0-255.

In Equation (12), replacing k with 0, 1, 2, 3, and 4 yields 
the DFT coefficient X0, X1, X2, X3, and X4, respectively. X0 
and X4 are real, whereas others are complex. It is easy to 
show that the eight templates of Table 1 yield the real and 
imaginary values of these DFT coefficients if convolved 
with the 9-pixel neighbourhood of Fig. 1.

4.	 THEORETICAL COMPARISON

This section presents a theoretical comparison of the 
two texture descriptors under study, with respect to their 
descriptive power and the computational complexity.

4.1	 Descriptive Power and Applicability

TABLE 1: THE TEMPLATES TO EXTRACT THE DFT-BASED TEXTURE SIGNATURES

	 	 	 	
	 X0	 X4	 X1 (real)	 X1 (imaginary)

	 	 	 	
	 X2 (real)	 X2 (imaginary)	 X3 (real)	 X3 (imaginary)

FIG. 1. THE 9-PIXEL NEIGHBOURHOOD IN THE SPATIAL 
DOMAIN
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Almost all the applications of the texture analysis require 
rotation invariance of the texture descriptors. The texture 
invariance is inherently present in the DFT based texture 
signatures, whose values are dependent on the DFT of the 
digital numbers of a pixel sequence around a central pixel. 
Since magnitudes of the DFT coefficients are insensitive 
to the rotation or shift. Whereas rotation invariance is 
not inherently present in the texture descriptors based 
on Gabor wavelets, because each Gabor wavelet is 
sensitive to a single direction. For the applications of 
texture recognition or image retrieval, a feature vector 
is constructed comprising statistics of a complete 
query image with uniform texture. A means of rotation 
invariance was introduced in such a vector [16]. Since the 
rotation invariance is possible only after computing the 
feature vector representing a region with a homogeneous 
texture, it cannot be applied in case of image segmentation, 
where an image comprises several textures and the rotation 
invariance is required on the pixels level. Keeping in view 
the closeness of Gabor wavelets with the human vision 
system, computer vision community has extensively used 
Gabor wavelets for the extraction of texture features, but 
[18] observes that the human vision is deceptive for some 
applications such as remote sensing. In such applications, 
texture descriptors are required that are more capable 
of making objective evaluation rather than humanlike 
assessment that is subjective in nature.

4.2	 Computational Cost Analysis

The computational complexity of performing convolution 
[19] is:

Complexity = O(S2)	 (13)

Where S is the size of the template convolved with the 
image. Since one generally performs this convolution with 
several templates, say with n templates, on an image for 
extracting multiple features, this complexity also becomes 
a function of the n. Therefore, the complexity becomes:

Complexity = O(S2n)	 (14)

In case of the DFT-based texture signatures, the size of 
the template, i.e. S=3, and the no. of templates is n=8. 
Therefore, the computational complexity of the process 
of extracting DFT-based signatures is:

Complexity = O(32x8)=O(72)	 (15)

Similarly, in case of the features based on Gabor wavelets, 
size of template is 17x17-pixels, and the no. of templates 
used is 30. Hence, the computational complexity of 
extracting these features becomes:

Complexity = O(172x30) = O(289) = O(721.325) = 1.325 x O(72)	 (16)

Equations (15-16) show that the computational complexity 
of the texture signatures based on Gabor wavelets is 1.325 
times more than that of the DFT-based texture signatures. 

5.	 CLUSTERING IN THE FEATURE 
SPACE

After extracting texture features as described in the 
preceding sections, k-means algorithm as implemented in 
CLUSTR 3.0 [20] was used to segment the images in the 
feature space. The distance measure used was the norm-2 
distance, i.e. Euclidean distance.

Although k-means is a fast converging and efficient data 
clustering algorithm, but it works in the feature domain 
instead of spatial domain. Clustering the target images 
in the feature space causes salt and pepper effect in the 
spatial domain. Therefore, before clustering the feature 
images both, resulting from Gabor wavelets as well as 
from DFT, were averaged using a Gaussian filter of 9x9 
pixels described in Equation (17).

	 (17)

where x is the column coordinate, y is the row coordinate, 
and ? is the standard deviation selected to be one fifth of 
the filter dimension. On one hand, filtering with larger 
filters reduces the salt and pepper effect but on the 
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other hand not only reduces the discriminatory ability 
of the texture features as well as accuracy of the border 
localization. The smaller the filter size, more severe is the 
salt and pepper effect in the segmented image. The values 
selected for the filter dimension and ? were found to be 
the optimal values.

6.	 RESULTS

Table 2 shows results on 10 images from BSD (Berkley 
Segmentation Database) [21] and their segmentations 
using texture features based on DFT and Gabor wavelets 
respectively. The second column from the left shows the 
number of segments the image is divided into.

In Image 1, the shirt of the subject is segmented better 
by the Gabor wavelets than by the DFT. On the other 
hand, the background is better segmented by the DFT. 
In Image 2, DFT segmented image shows more precise 
localization of the cluster borders than the Gabor wavelets 
do. On the other hand, DFT segmented image shows 
misclassification on the bottom-left of the image. In 
Images 3, 6, 7, and 9 also, the border localization is better 
with DFT but the clusters are more granular than with 
Gabor wavelets. In Image 4, the Gabor wavelets results 
in more homogeneous clusters than DFT do, but Gabor-
wavelet-based segmentation confuses the bottom-right 
of the image with the fish. In case of Image 5, though 
DFT results in much better segmentation than Gabor 
wavelets do, nevertheless it is far from perfect. Gabor 
wavelets segmentation confuses the bird’s neck with the 
background. In case of Image 8, DFT features succeed 
in segmenting the clusters correctly, but the background 
cluster is granular. On the other hand, Gabor wavelets 
result in homogenous but confused clusters. It can be 
seen that part of the subject’s shirt is confused with the 
background. In the last image, DFT features succeed 
in segmenting the zebras from the background only 
marginally, whereas, the Gabor wavelets fail miserably.

The granularity in the segmentation results with the DFT 
features indicate that the feature extraction method lacks 
a means of consolidating the DFT values over a spatial 
neighbourhood. The confusing clusters in the Gabor 

wavelet segmentations in the Images 4, 5, 8, and 10 show 
that descriptive power of the Gabor wavelets is poorer than 
the DFT. The larger size of the Gabor templates result in 
spatially more homogenous clusters but also cause coarser 
border localization.

7.	 CONCLUSIONS

The results show that the DFT-based features perform 
slightly better in some cases and little worse in others, 
than the features based on Gabor wavelets. More or less, 
the two perform the same. DFT-based features produce 
spatially less homogenous clusters than the features based 
on Gabor wavelets do. On the other hand, DFT-based 
features provide better border localization than the features 
based on Gabor wavelets do. However, it should be noted 
that the DFT based texture features are computationally 
much less expensive than those based on Gabor wavelets.

These results on texture segmentation are in contrast with 
the results published for texture retrieval, where DFT-
based texture features demonstrated considerably better 
than those based on Gabor wavelets. This is because the 
DFT values were consolidated over total area of a test 
image in case of image retrieval, where as in case of texture 
segmentation, each pixel is individually represented by a 
set of DFT values that are averaged over only 9x9 pixel 
neighbourhoods. Averaging over larger neighbourhoods 
not only tends to cause less accurate border localization, 
but also affects the discrimination ability of the texture 
features. Therefore, an effective way of consolidating the 
DFT values over a spatial region needs to be found out that 
may retain their discrimination ability, while maintaining 
accuracy of border localization.
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TABLE 2. THE RESULTS OF TEXTURE SEGMENTATION USING TEXTURE FEATURES BASED ON DFT AND GABOR WAVELETS
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