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ABSTRACT

This work examines the role of various macro-ecandiactors such as GDP, inflation, exchange ratpoH,
import, energy generation, capital account as peage of GDP, coal generation and trade balanaesiimating the
foreign direct investment (FDI) in India. The s$#ital approaches; Regression, Autoregressive rated) Moving
Average(ARIMA), ARIMAX and Vector Error CorrectioModeling (VECM) have been used to obtain the sigfahusal
relationships withinfamong the variables under wtugegression equations with an apparently highrae@f fit, as
measured by the coefficient of multiple correlatigh but with a low value of the Durbin-Watson statiscouldn’t
provide adequate predictive accuracy because ohtmestationary behaviour of most of the series.improve the
predictive accuracy, the analysis was further edgenby following ARIMA, ARIMAX and VECM approaches.
The emphasis is given to see whether ARIMA modeluiting other time series as input variables or WERelps in
estimating FDI as ARIMA models alone (unlike regieg) couldn’t provide convincing results. Thus this empirical
study, we found that VECM model with energy generatcoal exraction and capital account as exptagatariables
outperformed the Regression/ ARIMA/ARIMAX modelsrfaestimating the value of FDI in India. However,
ARIMA(1,1,0) model with GDP as explanatory variatskowed the superiority over Regression/ ARIMA mnisder

estimating the same.
KEYWORDS: Multiple Linear Regression, Dummy Variable, ARIMARIMAX, VECM, FDI Forecasts

INTRODUCTION

Foreign Direct Investment plays a vital role in ardeveloped and developing countries. These cesnaie
always deficient in funds for development/welfan@jpcts. They need funds to sustain the economy. bfihgs in
technology in addition to much need of funds. Indidadentified as one of the most attractive inuestt destinations.
Foreign investment is of two forms i.e. Foreign d2ir Investment (FDI) and portfolio investment. Rert FDI can be
categorized into outward and inward FDI. By recegforms in retail, telecom, insurance sector, itmesnt regime
facilitates easy entry of foreign capital in alma#itareas subject to specific limits on foreignn@nship. Entry options
have become simpler. Further boost to FDI will depsignificantly on further liberalization of it®reign investment

regime.

India after liberalizing and globalizing the econoto the outside world in 1991, observed a massigeease in
the flow of FDI. FDI has played an important rofethe process of development during the past twadks. At the

macro-level, FDI is a non-debt-creating sourceddfiional external finances. At the micro-level, IFBexpected to boost
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output, technology, skill levels, employment antkéiges with other sectors and regions of the hamta@my. India is the
largest democracy and third largest economy in$esfrGDP (PPP) in the world. With its consisterdwgth performance
and high-skilled manpower, it provides enormousaspmities for foreign investment. India is the @ed most attractive
destination among transnational Corporations fot E007-09 (UNCTAD's World Investment Report, 200Though,

India has an overall market-friendly and liberalipptowards foreign investment, but foreign cap#tll does not enjoy
equally easy access in all parts of the economg. mnufacturing sector is still untapped accompmhhielack of access

in certain services and agriculture.

Singhania and Gupta (2011) have used GDP, inflaita interest rate, patents, money growth angidartrade
to find the best fit model ARIMA (p,d,q) to explairariation in FDI inflows into India. Maggon (2012xamined the
economic policy determinants of FDI and suggeshedimprovements that can be made in the curremtypfshmework.
Anitha (2012) has conducted a study on foreignatlievestment and economic growth in India. Judtite a few; Laura
et al. (2004), Ewing and Yang (2009), Pardeep (2011)hetee worked on the determinants of FDI.

A lot of methods and techniques are being usedédyae and forecast the time series. One of the pmgsular
methodologies is based on ARIMA model by Box antkiles (1976). This method uses historical dataravariate time
series to analyze its own trend and forecast futial@es. Time series are often affected by spemiaints such as
legislative activities, policy changes, environnagnegulations and similar events, which is reférte as intervention
events. Thuspne or more time series can be incorporated in demim predict the value of another series by using a
transfer function. Transfer functiomsin be used both to model and forecast the resmmTges and to analyze the impact
of the intervention. The general transfer functinadel employed by the ARIMA procedure was discudsgdBox and
Tiao (1975). When an ARIMA model includes otherdiseries as input variables, the model is sometiefesred to as

an ARIMAX model. Pankratz (1991) refers to the ARAMI model as dynamic regression.

It is very common to see in applied econometrirditure the time series regression equations witippgarently
high degree of fit, as measured by the coefficightnultiple correlation R but with an extremely low value of the
Durbin-Watson statistic. The experience of Grarayat Newbold (1974) has indicated just how easilg can be led to
produce a spurious model if sufficient care istaéen over an appropriate formulation for the aotoalation structure of
the errors from the regression equation. In a s@nathe variables are non-stationary; estimatirgrelationship using the
Ordinary Least Squares method does not allow ftid watistical inferences. There are, in factjsawell-known, three
major consequences of autocorrelated errors inessgin analysis: i) Estimates of the regressiorfficents are
inefficient, ii) Forecasts based on the regress&iqnations are sub-optimal and iii) The usual sigaifce tests on the
coefficients are invalid. In such situations, Vecawtoregressive (VAR) models and cointegrationyesig are the most
suitable econometric analyses and these analybastie endogeneity problems among variables amclle to separate

short-run and long-run effects.

The broad objective of this study was to analyze fittors which discourage and encourage or infegfDI
inflows into India. Factors under consideration &v&DP, exchange rate, inflation, export, imporgrgg generation and
trade balance. The qualitative factor i.e. Goveminpolicies (1991) was included as a dummy varidbdeising towards
FDI inflow into the country during the post libewtion period. In this article, four different s&tical procedures have
been used to obtain the suitable relationshipg$timating the FDI inflow into country and a congtare performance of

the selected relationships is also evaluated.
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In subsequent sections, we first present the dstd and methodology applied for the model buildifgrther,

the FDI estimation derived from the fitted modetsl aelated discussion have been given accordingly.
Data Description and Methodology Used

The time-series data of FDI, GDP, exchange raflgtion, export, import, energy generation and ¢rdédlance
(export-import) from 1978-79 to 2009-10 were cdietfor the purposeSpurce Handbook of Statistics on the Indian
economy, various issues of RBI, Economic Surveytabase of IndiaStat, various issues of Centralishitzl
Organization). In accordance with the objectivasniglated, the statistical analysis was carriedtowevelop the suitable
relationships by following multiple linear regremsj ARIMA, ARIMAX and VECM analyses for FDI predioh.

The standard linear regression modetonsidered may be written in the fo¥Xb+¢; whereY is an (nxl)
vector of observations (i.e. dependent variabfels an (nxp) matrix of known form(i.e. explanatmariables) b is a (pxI)

vector of parameters,is an (nxl) vector of errors with the assumpti&(g=0 and V)= |c?, so the elements af are

uncorrelatedThe normal equationsX’ X) b = X'Y are fitted by least squares technique (hér& & b are same as

O
above and X' X) is the dispersion matrix) providing the solutibre (X' X) X' Y

Box —=Jenkins ARIMA Modeling Procedure

The univariate ARIMA approach was first popularizsdBox and Jenkins and the models developed thrthig
approach are referred to as univariate Box-Jer(kis)) models. The strategy adopfed univariate time series model is
identification, parameter estimation, diagnostieaking and forecasting. The general functional f@ffARIMA (p,d,q)

model is :
@(B)4° yi= c+0y(B)ay
wherey = Variable under forecasting

B = Lag operator

a = Error term (Y—YA , whereYA is the estimated value of Y)
t = time subscript
@(B) = non-seasonal AR i.e. the autoregressive openaporesented as a
polynomial in the back shift operator
04(B) = non-seasonal MA i.e. the moving-average operagpresented as a polynomial in the back shift atper
@s andd's are the parameters to be estimated
ARIMA Models with Input Series (ARIMAX)

When an ARIMA model includes other time seriesrgsut variables, the model is sometimes referredstan
ARIMAX model i.e. in addition to past values of thesponse series and past errors, the responss &modeled using

the current and past values of input series.

An ARMAX form of the model is presented as:
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B, 86
#B) " @B)

AB)Y, = Bx +8(B)a, ory, =

whereTt is a covariate at tim#and 7 is its coefficient.
3 can only be interpreted conditional on the valtiprevious values of the response variable.
. 1 L
[,'J[BJ =1-nB WpBY g

9(B)=1—-6,B — - —6,B"

/ =d
For ARIMA errors in case of non-stationary dat‘vﬁ,(Bj is simply replaced withV E'J(Bj' where
V= [1 - B]denotes the differencing operator.

Johansen Methodology

Johansen and Juselius (1992) developed a proctnl@w&timate a co-integrated system involving twanare
variables. This procedure is independent of theécelsoof the endogenous variables, and it allowsarehers to estimate
and test for the existence of more than one coiatey vectors in the multivariate system. The gahgector error

correction model is described as follows:
p-1
AYt=2i=1Ti AYt-i + N Yt-1 +¢t

wherell = of’. " andll are the parameter matrices axdt is a vector of first differences of Yt i.e. tlkelumn
vector of the current values of all the variableshie system (integrated of order org)is the vector of errors assuming

E(et et') = Q for all t, p is the number of lag periods includedhe model,

which is determined by using the Akaike InformatiGriterion and Schwartz Bayesian Criterion. p-1 Tingt
element in the right hand side of above equaliorl I'i AYt-i captures the short-run relationshipsamongwagables,
while the long-run effects are captured by the sddermll Yt-1 . The matrix1 is amatrix of order kxk, where k is the
number of endogenous variables. If the rank M ahatrix is less thank, the vector of endogenousalsdes is integrated of
order 1, I(1)or higher. The matrix may be factored a3’ where a is a matrix of equilibrium coefficients that capts
the speed of adjustment to a shock in the longandf’ is a cointegrating matrix that quantifies the derun relationships
among the variables, matifkis such thap’Yt is 1(0) even though Yt itself is 1(1).The coggration rank is usually tested
by the

maximum eigen value and trace statistics propogedobansen (1988,91,92). When the variables invthR
model are at least I(1), there is the possibilifyemistence of at least one cointegrating relatigmsSo, one has to
determine the number of r possible cointegratingtors and estimate the above equation(s) resuidiinto the r

cointegrated variables.
RESULTS AND DISCUSSIONS

The analysis has been carried out on the timesseiaga ranging from 1978-79 to 2009-10 of all theiables
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under consideration. First of all, the correlateord multiple linear regression analyses were pedrto see the various
factors’ effects on FDI inflows into India. Dummyanable was created keeping in mind the 1990-9icp@hange and
used as a qualitative variable focusing towards iibw into the country during the pre and pos$kelialization period.

The analysis was done using SPSS/SAS softwares.
Multiple Linear Regression Based Output

The correlation coefficients among most of the alsles except with that of inflation rate were obedr
significant. The regression analysis was perforfagdaking FDI as dependent variable and rest ofviiméables under
consideration as explanatory variables. The bdsseta of input variables were obtained using teeveise regression
method (Draper and Smith, 1981). Finally, the bsspported regressor variables were retained in rtoslel

(Tables 1-a & b) if they had the highest adjustéel lowest standard error (SE) of estimate avergstep.

Table 1a: Model Summary

Adjusted R | Std. Error of Durbin-
9] RESIES Square the Estimate Watson
1 .958 .955 2248.04 1.86

Table 1b: Parameter Estimates of the Selected Model

Unstandardized Coefficients .
Model 1 t Sig.
B Std. Error
Constant -1621.48 627.92 -2.58 .015
Trade balancg -0.33 0.01 -23.18 .000
Dummy 1526.12 869.47 1.76 .070
Predictors: (Constant), tradebalance, dummy
Dependent VariableEDI

ARIMA and ARIMAX Based Output

The FDI data was found to be non stationary andemificing of order one was sufficient for getting a
appropriate stationary series. After experimentinitly different lags of the moving average and aefoessive processes;
ARIMA (1,1,0) with GDP/ trade balance (Table 2) iaput series were taken for estimating FDI in Indgeveral
combinations of ARIMA(1,1,0) with altering order efumerator, denominator and differencing of the laxgtory
variables were tried. To be more cleiara numerator order of 1 specifies that the valuarindependent series one time
period in the past as well as the current valuthefindependent series is used to predict the muva@ue of dependent
series ii) a denominator order of 1 specifies tmtiations from the mean value of an independargsene time period in
the past be considered when predicting the cuuane of dependent series andftiiig order of differencing applied to the
selected independent series before estimating thdeimMarquardt algorithm (1963) was used to mimenihe sum of
squared residuals. Log Likelihood, Akaike's Infotioa Criterion, AIC (1969), Schwarz's Bayesian €ribn, SBC
(1978) and residual variance decided the criteriastimate AR and MA coefficients in the model. Tasidual acf along
with the associated ‘t’ tests and Chi-squaredgeggested by Ljung and Box (1978) were used focheeking of random

shocks to be white noise (Table 3).
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Table 2: Parameter Estimates of Fitted ARIMAX Modek

P. Verma & U. Verma

‘ Estimate SE t Sig.
Constant 1247.69 | 1033.32 1.21 .239
FDI AR | Lagl 0.36 0.20 1.82 061
FDI Difference 1
Model-1 Numerator | Lag0 | -24.40 5.32 459 | .000
GDP Difference 1
Denominator ‘ Lag 1 -0.91 0.08 -11.16 .000
Constant 1399.23 | 1131589 | 1.24 229
FDI AR | Lagl 0.48 0.19 2.56 018
Difference 1
EDI Numerator | Lago | -28.12 6.21 453 | .000
Model-2 | GDP Difference 1
Denominator Lag 1 -0.83 0.10 -8.22 .000
Numerator Lag O -0.20 0.08 -2.64 .015
Tradebal -
Difference 1
Explanatory variable:GDP
Table 3: Model Fit Statistics and Diagnostic Checkig of Residual Autocorrelations: FDI
Model Fit statistics
Model |Number of Stationary Normalized | Ljung-Box
Predictors - - ;
R-squared RoEeuETEy  RIMEE At BIC Q Statistics Sig.
FDI (1,1,0) 0 .001 .836 4527.91 | 1435.39 17.06 5.88 .994
FDI (1,1,0)
with GDP 1 444 .908 3576.68 | 961.64 16.84 19.62 294
FDI (1,1,0)
with GDP & 2 .575 .930 3195.04 | 806.73 16.73 15.40 .566
Trade bal
Table 4: FDI Estimates Based on ARIMA and ARIMA(X) Models
FDI (1,1,0) FDI (1,1,0) with GDP FDI (1,1,0) with GDP & Trade
Models (million US $) (million US $) bal
2010-11 2011-12 2012-1 2010-11 2011-12 2012-1] 2010-11 2011-12 2012-13
Estimate | 37072.9] 38140.9] 39533.8 31690|9 38299.6 33017.1 88%2 57853.3| 41178.3
UCL 46363.4| 512529 55326.2 39068[7 54576.8 50587.2 86138 59644.3| 57508.5
LCL 27782.4| 25346.3] 237414 24313]1 29705.1 21447.1 8286| 36062.4| 24848.1

Observed FDI

UCL & LCL - Upper and lower confidence limits (95%)

126502 (2010-11); 36498 (2011-12); 22400 (2012-13)

The predictive performance of the three contendiuglels observed in terms of the estimated valudsDdfin
relation to observed FDI, differed markedly. Theeleof accuracy achieved by ARIMA (1,1.0) with G@B input series
was considered adequate for estimating FDI whateakevel of accuracy attained by the regressiodehwas too low to
be useable (Estimated values of FDI : 38506(200)0ahtl 55160(2011-12). Though GDP, energy generatinchange
rate, trade balance and dummy variables were titatlg significant predictors of FDI giving®Rvalue more than 0.90 but
the relative percent deviations were too wide faaictical purposes for the sample period itself,degimng the fitted
regression models unsuitable for predicting FDI.am effort to improve the predictive performanceRIMA and

ARIMAX models were tried. Neither of the regressi®RIMA model could provide the suitable relationstio reliably
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estimate the FDI. However ARIMA with input variablée. ARIMAX could better explain the FDI data. réh-steps
ahead (out—-of-model development period i.e. 201,02011-12 and 2012-13) estimated values of FDI showTable 4.
favour the use of ARIMA(1,1,0) model with GDP agknatory variable to get short-term forecast esta® of FDI in

India.
Vector Error Correction Modeling

If each element of a vector of time serigaathieves stationarity after differencing, butreéir combinatiof8’y ,
is already stationary, the time serigsaye said to be cointegrated with co-integratingtee. There may be several such
co-integrating vectors so thAtbecomes a matrix. InterpretifdY ; =0 as a long run equilibrium, co-integration inagli
that deviations from equilibrium are stationarythwiinite variance, even though the series thenesehre non stationary
and have infinite variance. Thus, the first stefs veaexplore the univariate properties and tottesorder of integration of
each series. The Augmented Dickey Fuller (ADF) (Bstkey and Fuller, 1979, 81) was used to perfamit root tests for
checking the stationarity of the variables. Thdofwing results show that the series are integrateithe first order, 1(1).
Since all the series under consideration were fated at the same order as shown below, the dataseappropriate for

co-integration analysis.

Variable\Augmented Dickey Fuller Test At Level At First Difference
statistic (t-Statistics Prob*) |(t-Statistics Prob*)
FDI 2.51 0.99 -7.42 0.00
Energy (energy generation) 6.05 1.00 -2.56 0.11
Capacc (capital account as %age of GOP) -2.39 g.25-7.12 0.00
Coal (coal extraction) 3.58 1.0( -3.02 0.04
Exchange (exchange rate Rs/$) -0.85 078 -4.67 0,00
Inflation -3.07 0.03

GDP 5.41 1.00 1.56 0.99
Import 3.89 1.00 -0.12 0.93
Export 3.84 1.00 0.00 0.94

Null Hypothesis : FDI has a unit root
*MacKinnon (1996) p-vatue

From the above tabular presentation, it can be Hwnthe series FDI, energy generation, capitabaat, coal
extraction and exchange rate became stationanytagfirst difference. Inflation data is statiopavhere as GDP, Import
and Export couldn't become stationary even afterfirst differencing. So only FDI, energy generaticapital account,

coal extraction and exchange rate variables wemsidered for Johansen Cointegration Test as delsoe®w:
Johansen Cointegration Test

Unrestricted Cointegration Rank Test (Trace) wasfopmed and the Trace test indicated 2 cointegnatio
equations at 0.05 probability level. Subsequentlg, model-1 based on FDI, energy generation, dagitzount and coal

extraction, and the model-2 based on FDI, energgigaion, capital account and exchange rate wesnaul:
Model-1: A FDI, = C(1)*( FDI ., -0.06*Energy;., + 275.82*Capacg; + 111.36* Coal., - 9058.68) + C(2)*A
FDI; + C(3)* A FDIl, +C(4)* A Energy.; +C(5)* A Energy., + C(6)* A Capacg., + C(7)* A Capacg, + C(8)*
A Coalg; + C(9)* ACoal, + C(10)
Model-2: A FDI, = C(1)*(FDl; -0.27*Energy.; -101.17*Exchange; + 35570.87* Capacgc, + 149473.17 ) +
C(2)* AFDI ¢; + C(3)* A FDI ¢, + C(4)* A energy.; + C(5)* A energy,, + C(6)* A Exchangg; + C(7)* A
Exchange, + C(8)* A Capacg; + C(9)* A Capacg, + C(10)
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(A - stands for 1 difference and (t-1), (t-2) indicates the varigs)evalue at lagl, lag 2)

From the following statistics, it is clear that t@del-1 is preferred over the model-2 as AIC, SBthe former

is smaller, where as the log-likelihood and adf iR higher. DW statistics shows that there is nobfm of

auto-correlation in either of the models.

Model(s) Model-1|Model-2
R-squared 0.85 0.60
IAdj. R-squared 0.79 0.43
Log likelihood -266.63 -281.98
Akaike AIC 18.44 19.46
Schwarz SBC 18.90 19.93
Durbin-Watson stat  2.06 2.15

It is observed from Table 5 that C(1), the errorrection term is negative (that is desirable) arabvound
significant. C(1) is one period lag residual ofrdegrating vector between FDI and energy generatiapital account,
coal extraction thus indicating that these variathave long run causality on FDI. The dependenitibr AFDI is 1
difference (VECM converts the variables infbdifference automatically). Further, the coeffitggrC(2), C(3), C(4), C(6)
and C(8) were found significant and Wald-test sttt the joint short-run effect of these paramsei® significant i.e.
FDI.,, FDIl.,, Energy.;, Capacg;, coaly jointly influence FDI so there exists short-rurusality from these variables to
FDI (Table-6). The coefficients C(5), C(7), (C9.ienergy generation, capital account and coahetktn at lag 2 are not
significant pertaining to Model 1 and hence theyndbcause short run variation.

Table 5: Parameter Estimates of Long-Run and ShorRun Effects of Macro Economic Variables to FDI

MODEL NDEL 2
Coefficient | Std. Error | Prob. | Coefficient | Std. Error | Prob. |
Cc(1) -0.42 0.18 0.00 0.03 0.03 0.38
C(2) 1.35 0.24 0.00 0.13 0.31 0.67
C(3) 1.86 0.28 0.00 -0.23 0.32 0.47
C(4) 0.04 0.02 0.11 0.11 0.06 0.06
C(5) -0.001 0.04 0.97 0.09 0.07 0.20
C(6) -247.45 99.37 0.09 -1022.7¢ 382.75 0.01
C(7) -108.93 482.60 0.82 399.63 445.27 0.38
C(8) 145.65 90.00 0.12 170.43 1189.00 0.88
C(9) -41.72 92.49 0.65 45.71 892.63 0.95
C(10) -6209.37 1293.64 0.00 -3710.68 2903.76 0.p1

Table 6: Wald-Test for Joint Short-Run Effect of Paameters

Models Model-1 Model-2
Test statistic Value df Probability Value df Probigyp
14.27 (8, 20) 0.00 3.85 (8, 20) 0.00

Using AIC and SBC for optimal lags, Durbin-Wats@reusch-Godfrey serial correlation LM test , ARCot f
heteroscedastic residuals, and Jargue-Bera foralityntests; we recommend Model 1 for estimatingl BDIndia. The
diagonostic checking results are as follows:
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Model(s) Ho: Resid_ua_ls are Ho: There is no Serial|Hy: There is no ARCH
Normally Distributed Correlation Heteroskedasticity
Jarque-Bera | Probability |F-statistic PrSob. Chi- | e _statistic| Prop- Chi-
quare Square
Model-1 0.03 0.98 0.24 0.53 0.33 0.55
Model-2 5.11 0.07 6.73 0.005 0.85 0.34

The results obtained in this empirical study supmar theoretical acceptance where energy gener'ad:mal

extraction positively affect the FDI in India wheas deficit doesn’t promote FDI inflow in the comyntReviewing and

analyzing such relationships are essentially ingydrfor a country like India because FDI plays t@lviole not only in

getting the funds but also the new technologiesoAgnthe major reasons, which discourage the intiemel investors

from investing in India despite of its consistenbeomic growth; include politics and corruptiongkaof infrastructure,

inadequate legal system, instability of Indian abeind political environment, absence of corpogaieernance practices

and maturity of the financial markets etc.
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