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The energy is a vital input for the social and economic development of 

any nation. With increasing agricultural and industrial activities in the 

country, the demand for energy is also increasing. The increasing use of 

natural and renewable energy sources is needed to take the burden of our 

current dependency on fossil fuels. Development and analysis of renewable 

energy models helps utility in energy forecasting, planning, research and 

policy making. The wind power is a clean, inexhaustible, and almost a free 

source of energy. But the integration of wind parks with the power grid has 

resulted in many challenges for the utility in terms of commitment and 

control of power plants. As wind speed and wind direction fluctuate 

frequently, the accurate long-term and short-term forecasting of wind speed 

is important for ascertaining the wind power generation availability. To deal 

with wind speed forecasting, many methods have been developed such as 

physical method, which use lots of physical considerations to reach the best 

forecasting precision and other is the statistical method, which specializes in 

finding the relationship of the measured power data. Wind speed can be 

predicted by using time series analysis, artificial neural network, Kalman 

Filter method, linear prediction method, spatial correlation models and 

wavelet, also by using the support vector machines. In this paper, the SVM 

is used for day ahead prediction of wind speed using historical data of wind 

park. In this paper Support Vector Machine (SVM) results are compared 

with feedforward Backpropagation neural network. It is observed that the 

Mean Absolute Percentage Error (MAPE) by SVM method is around 7% 

and correlation coefficient is close to 1. This justifies the ability of SVM for 

wind speed prediction task than Backpropagation algorithm. 
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I. INTRODUCTION 

 Highlight As the energy is a vital input for the social 

and economic development of any nation, the increasing 

use of natural and renewable energy sources is needed to 

take the burden of our current dependency on fossil fuels. 

The significantly high level of fossil fuel products burnt 

each and every day is polluting of the air and surrounding 

environments and may also be contributing to climate 

change. The proper allocation of widely available 

renewable energy sources as solar, wind, bio-energy and 

hydropower in meeting future energy demand has become 

today‟s need. Development and analysis of renewable 

energy models helps utility in energy forecasting, 

planning, research and policy making. Wind speed 

prediction is needed as wind energy is discontinuous and it 

is also one of the main sources of alternative energy to the 

exhaustible non-renewable resources.  

Many of the studies proposed in the literature are 

based on artificial intelligence (AI) techniques such as 

Artificial Neural Network (ANN), Fuzzy Logic (FL), 

Expert System (ES), etc. ANN has attracted a great deal of 

attention among these techniques because of their ability to 

handle noisy data and their learning capabilities. Support 

Vector Machine (SVM) which is quite a new method and 

used in this work which provide efficient and powerful 

classification and regression algorithms that are capable of 

dealing with high-dimensional input features and with 

theoretical bounds on the generalization error and 

sparseness of the solution provided by statistical learning 

theory. 

The wind speed is uncertain and random hence its 

prior estimation is of great importance in meeting future 

energy needs. Support vector regression model is 

developed using historical data of three years to estimate 

hourly wind speed. In wind speed prediction, the actual 

values of wind speed and estimated values are compared 

and it is seen that Support Vector Regression (SVR) can 

predict wind speed with acceptable accuracy as compared 

to Feedforward Backpropagation Neural Network. 

II. NEURAL NETWORKS 

An A feed-forward neural network has layers of 

processing elements, which makes independent 

computations on data that it receives and passes the results 

to another layer and finally, a subgroup of one or more 

processing elements determine the output from the 

network. Each processing element makes its computation 

based upon a weighted sum of its inputs. The first layer is 

always the input layer and the last layer is always the 

output layer. The layers placed between the first and the 

last layers are the hidden layers [1]. The processing 

elements are seen as units that are similar to the neurons in 

a human brain, and hence, they are referred to as cells or 

artificial neurons. 

 

Figure 1.  Model of an Artificial Neural Network 

The output of any neuron is the result of thresholding, 

if any, of its internal activation, which, in turn, is the 

weighted sum of the neuron‟s inputs. The Activation 

function is denoted by φ (v), defines the output of a neuron 

in terms of the induced local field v. Here, Sigmoid 

function is used as the activation function. It is defined by 

the equation, 

 

Where „a‟ is the slope parameter of the sigmoid 

function. For the prediction of wind speed, historical data 

(i.e., wind speed, wind gust, temperature, humidity, wind 

direction and barometric pressure) of October month for 

year 2006, 2007 and 2008 is collected. For wind speed 

prediction, historical data (i.e., wind speed, wind gust, 

temperature, humidity, wind direction and barometric 

pressure) of October month for year 2006, 2007 and 2008 

is used. For predicting average wind speed of a hour of 

today, average wind speed of an hour of previous two days 

and average temperature, humidity, wind gust, wind 

direction and barometric pressure of same hour of previous 

one day are considered as inputs to the Feedforward 

Backpropagation neural network. The output is the 

predicted wind speed of day„d‟. Thus the network is 

provided with seven inputs and Feedforward 

Backpropagation neural network will return one predicted 

value of wind speed of the next day. Samples of 22 days of 

October 2006, 2007 & 2008 are used for training and 

validation. Out of total 1584 samples 70% samples are 

used for training and 30% samples are used for testing. 

Samples of 23rd October, 2008 to 30th October, 2008 are 

used for evaluating the performance of the Feedforward 

Backpropagation neural network by comparing predicted 

wind speed values with actual wind speed values. ANN 

toolbox in MATLAB environment is used and a program 

is written for training the Feedforward Backpropagation 

neural network. 

III. SUPPORT VECTOR MACHINE 

SVM stands for Support Vector Machines. It is an 

elegant and highly principled learning method for a feed 
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forward network design with a single hidden layer of units 

that are non linear. Its deviation follows the principle of 

structural risk minimization which is based on the fact that 

the error rate of the learning machine on test data is 

bounded by sum of training error rate. As the name 

suggests, the design of the machine hinges on the 

extraction of a subset of the training data that serves as 

support vectors and hence, represents a stable data 

characteristic [9]. There is a common factor which is to use 

a technique known as “kernel trick” which is to enable 

operations to be performed in the input space rather than 

the potentially high dimensional feature space [9]. SVMs 

are based on the concept of decision planes that define 

decision boundaries. A decision plane is a boundary 

between a set of objects having different class 

memberships. SVM includes the polynomial learning 

machine, radial-basis function network and two layer 

perceptron as special instances. These methods provide 

different representations of intrinsic statistical regularities 

contained in the training set. 

A. Architecture of SVM  

The original feature space can always be mapped to 

some higher-dimensional feature space where the training 

set is separable using Regression. The basic idea behind 

support vector machines (SVM) for regression is to map 

the data x into a high dimensional feature space through a 

nonlinear mapping. Once mapping is done then SVMs 

perform a linear regression in this feature space. The 

architecture of Support Vector Machine is shown in Figure 

2. 

 

Figure 2.  Architecture of Support Vector Machine 

B.  Support Vector Regression 

Support Vector Machines can also be used for 

function approximation tasks, e.g., to discover the 

functional relationship between a dependent variable y and 

independent variables x in presence of noise, expressed 

as . Where N denotes a random noise 

component whose distributional properties are unknown. 

The unknown functional form f(x) must be estimated from 

the training set {(xi, yi): i=1,……,n} by minimizing the 

estimated risk or cost function (e.g., the mean squared 

error) [5]. 

The advantages of the SVM method are as follows: 

 Highly accurate compared to other methods of 

forecasting. 

 Ability to model complex nonlinear decision boundaries 

 Less prone to over fitting than other forecasting models 

 Provides a compact description of the learned model 

 Can be used for prediction as well as classification.  

Support vector machine method is established on the basis 

of the Vapnik-Chervonenks dimension of the statistic 

studying theory and the principle of structure risk 

minimization, and better solves the actual problems of 

little samples, nonlinear, high dimension, local minimum 

etc. At present it has been applied to models recognition, 

text classification and electrical power load forecasting 

[12]. The paper uses SVM algorithm to estimate the 

regression function and thus to forecast the hourly wind 

speed. The thought of the algorithm is as follows: Suppose 

the samples where m is the 

sample amount,  the input vector  the target output 

data is given. Giving the samples have a nonlinear relation 

in most conditions, the estimated function f can be defined 

in the following way: use a nonlinear function φ to put a 

sample point to be reflected to the high dimension space, 

and then make a linear regression in the high dimension 

characteristic space, and finally get the nonlinear 

regression effect in the original space. 

 

where w is the weighting vector, b the bias,  the 

inner product. In order to train w and b, the following 

functional need to be minimized. 

 

where ε is used to weight risk through ε-insensitivity loss 

function, and the first item is the empirical error item, the 

second the normalization item, c the normalization 

constant which determines some balance relation between 

the empirical error item and the normalization item. In 

order to solve the function (3), the kernel function  

is introduced in (4). 

 

where   are the Langrange multipliers. The problem 

described in (4) is a convex programming problem each 

solution of which is the globally optimal solution, so these 

are no existence of local extremum. 
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IV. PREDICTION OF WIND SPEED USING SUPPORT 

VECTOR MACHINE 

Algorithm: 

Collection of data: For prediction of wind speed, historical 

data (i.e., wind speed, wind gust, temperature, humidity, 

wind direction and barometric pressure) of October month 

for year 2006, 2007 and 2008 is collected. 

Selection of input & output: For wind speed prediction, 

historical data (i.e., wind speed, wind gust, temperature, 

humidity, wind direction and barometric pressure) of 

October month for year 2006, 2007 and 2008 is used. For 

predicting average wind speed of a hour of today, average 

wind speed of an hour of previous two days and average 

temperature, humidity, wind gust, wind direction and 

barometric pressure of same hour of previous one day are 

considered as inputs to the support vector machine. The 

parameters that are considered as inputs to the model are 

listed in Table I. The output is the predicted wind speed of 

day „d‟. Thus the network is provided with seven attributes 

and support vector machine will return one predicted value 

of wind speed of the next day. 

TABLE I. LIST OF INPUT PARAMETERS TO THE NETWORK 

PARAMETERS UNITS 

Temperature Deg.C 

Humidity %RH 

Wind Gust m/s 

Wind Direction Deg.M 

Barometric Pressure Mb 

Wind Speed of (d-1) m/s 

Wind Speed of (d-2) m/s 

 

Training & validation data: Samples of 22 days of 

October 2006, 2007 & 2008 are used for training and 

testing. Out of total 1584 samples 70% samples are used 

for training and 30% samples are used for testing. Samples 

of 23rd October, 2008 to 30th October, 2008 are used for 

evaluating the performance of the network by comparing 

predicted wind speed values with actual wind speed 

values.  

LIBSVM tool [15] is used in MATLAB environment and a 

program is written for training the SVR model. Training of 

SVM regression model require selecting the cost function 

C and Kernel functions parameters, which influence the 

ensuring model performance. In this simulation, RBF 

kernel is considered as it is advantageous in complex non-

separable data [16].  

The network is trained, starting with some kernels and 

some values of parameters C and . Observing the 

performance of minimization of error; one can try another 

kernels and C and γ values. 

If the performance of the SVM model is not satisfactory 

then it is retrained with different values of C and till 

mean squared error is within tolerance [6]. 

The optimum value of C and γ is selected through iterative 

process. The values of C and γ are finalized for which 

mean square error is minimum. The time required for 

getting best parameters was 30 minutes. The mean squared 

error during training was 2.52e-005. The best C=200 and 

γ=8. The numbers of support vectors for this trained model 

are 38.  

V. EVALUATION OF PERFORMANCE OF SUPPORT 

VECTOR MACHINE FOR REGRESSION 

Once the SVM model is trained then samples which were 

neither used during training and testing are used for the 

evaluating the performance of the SVM model. Hourly 

wind speed values are predicted for seven days of October 

2008 and then compared with actual wind speed values of 

these samples. 

The performance of SVM model is evaluated in terms of 

Absolute percentage error (APE) and Mean Absolute 

Percentage Error (MAPE). 

Let be the actual wind speed in m/s and  be the 

forecasted wind speed in m/s.  Then Absolute percentage 

error is defined as 

 

and MAPE is given by 

 

Where N = time block 

The wind speed values are predicted for eight days of 

October month of 2008 and compared with actual wind 

speeds. The performance for these days is evaluated as 

discussed by calculating APE and MAPE.  

Figure 3 shows comparison of actual and predicted values 

of wind speed for 23rd October 2008. It is observed that 

the minimum absolute percentage error obtained by SVM 

is 1.206% and maximum APE is 17.65%. The mean 

absolute percentage error is found as 7.19%. The results 

obtained by SVM are compared with the results of 

Feedforword Backpropagation Neural Network. Promising 

results have been obtained using SVM compared to 

Feedforword Backpropagation Neural Network. 
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Figure 3.  Actual and estimated wind speed for 23rd 

October 2008 

Figure 4 shows comparison between predicted and 

actual values of the wind speed for 24th October 2008. It is 

observed that minimum absolute percentage error (APE) 

obtained by SVM is found as 1.87% and maximum APE is 

26.13%. The mean APE found is 7.22%. The values are 

compared with the values obtained from the 

Backpropagation Feedforword Network. It is seen that the 

results of SVM are better than the Feedforword 

Backpropagated neural Network. 

 

Figure 4.  Actual and estimated wind speed for 24
th

 October 

2008 

Figure 5 shows comparison between actual and 

predicted values of wind speed of 25th October 2008. Here 

minimum APE obtained by SVM is found as 1.20% and 

maximum APE found is 24.13%. The mean APE found is 

7.19%. From above Fig. It is seen that the predicted wind 

speed values obtained by SVM are nearer to the actual 

values than the Backpropagated Neural Network. Graph 

shows the superiority of SVM over the other method. 

 

 

Figure 5.  Actual and Estimated wind speed for 25th 

October 2008 

Comparison between actual and predicted values of 

wind speed of 26th October 2008 is shown in Figure 6. 

Here minimum APE obtained by SVM is found as 1.12% 

and maximum APE found is 20.13%. The mean APE 

obtained by SVM found is 7.67%. Wind speed predicted 

by SVM is more accurate compared to Feedforword 

Backpropagation Neural Network 

 

Figure 6.  Actual and Estimated wind speed for 

26th October 2008 

Comparison between actual and predicted wind speed of 

27th October 2008 is shown in Figure 7 Here minimum 

APE obtained by SVM is found as 1.87% and maximum 

APE found is 17.65%. The mean APE obtained by SVM 

found is 6.98%  

 

Figure 7.  Actual and estimated wind speed for 27th 

October 2008 
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Comparison between actual and predicted wind speed of 

28th October 2008 is shown in Figure 8. Here minimum 

APE obtained by SVM is found as 1.05% and maximum 

APE found is 26.13%. The mean APE obtained by SVM 

found is 7.14%  

 

Figure 8.  Actual and Estimated wind speed for 28th 

October 2008 

Figure 9 shows comparison between actual and predicted 

wind speed of 29th October 2008. Here minimum APE 

obtained by SVM is found as 0.0020% and maximum APE 

found is 27.90%. The mean APE obtained by SVM found 

is 7.66%    

 

Figure 9.  Actual and estimated wind speed for 29th 

October 2008 

Comparison between actual and predicted wind speed of 

30th October 2008 is shown in Figure 10. Here minimum 

APE obtained by SVM is found as 1.020% and maximum 

APE found is 20.40%. The mean APE obtained by SVM 

found is 7.87. The comparative graph shows that the wind 

speed values predicted by SVM is satisfactory as 

compared to the values obtained by Feedforward 

Backpropagation neural network. 

 

Figure 10.  Actual and estimated wind speed for 30th 

October 2008 

Calculation of Correlation Co-efficient between Actual 

Wind Speed and predicted Wind Speed 

Correlation Co-efficient: - A measure of the strength 

of linear association between two variables. Correlation 

will always between -1.0 and +1.0. When the value of 

correlation coefficient is zero, it means there is no 

correlation. If the correlation is positive, there is a positive 

relationship (it means that the occurrence of one implies 

the occurrence of other). If it is negative, the relationship is 

negative (It means occurrence of one is negatively 

correlated with occurrence of other). 

Formula:  

 

                                                                                   

(7) 

Where 

  

 

 

 

 

 

 

 

 
Correlation coefficient is calculated for each day. 

Minimum correlation coefficient is 0.80 and maximum 

correlation coefficient is 0.94. 

VI. CONCLUSION 

There are many method of forecasting wind speed 

such as numeric weather prediction (NWP), statistical and 

ANN methods, hybrid methods etc. In this work Support 

Vector Machine model and Backpropagation model are 
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developed using three years data of wind speed, 

temperature, barometric pressure, wind gust, wind 

direction, humidity on hourly average basis to predict 

hourly wind speed. It is observed that SVM is better than 

Backpropagation. For the SVM model, Mean Absolute 

Percentage Error (MAPE) is around 7% and correlation 

coefficient is close to 1. This justifies the ability of SVM 

for wind speed prediction task. Results obtained from 

Support Vector Machine model are satisfactory and 

promising. 
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