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Abstract: Data mining is the process of discovering previously unknown, undiscovered and hidden patterns from large 
information repositories like relational databases and warehouses. It is of great importance in the recent time where the 
amount of data has reached to gigabytes and even terabytes. Data mining makes use of various techniques such as Clustering, 
Classification, Association Rule Mining and Regression. Association Rule Mining finds association between the items in the 
database. This paper gives us a brief idea regarding Association Rule Mining and applications of association rule mining in 
different areas for effective decision making. 
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I.  INTRODUCTION  

Association rule mining is the most important technique in the field of data mining. Association rule mining helps in finding 
frequent patterns, associations, correlations, or causal structures among sets of items or objects in transaction databases, relational 
databases, and other information repositories. Association rule mining tries to find such relationships among the attributes of the 
database which may be helpful in the task of decision making. The most important application of association rule mining is in the 
field of market basket analysis. But it is not restricted to this field only. It finds the new useful rules in the sales transaction 
database, which reflects the customer purchasing behaviour patterns, such as the impact on the other goods after buying a certain 
kind of goods. These rules can be used in many fields, such as customer shopping analysis, additional sales, goods shelves design, 
storage planning and classifying the users according to the buying patterns, etc. These association rules can be easily interpreted 
and communicated. 

 
 Association rule mining finds interesting associations and/or correlation relationships among large set of data items. 

Association rules show attributes value conditions that occur frequently together in a given dataset. Association rules provide 
information of this type in the form of "if-then" statements. These rules are computed from the data and, unlike the if-then rules of 
logic, association rules are probabilistic in nature. In addition to the antecedent (the "if" part) and the consequent (the "then" part), 
an association rule has two numbers that express the degree of uncertainty about the rule. In association analysis the antecedent 
and consequent are sets of items. 

 
There are three phases in the problem of data mining association rules. 

1. Support: The support is simply the number of transactions that include all items in the antecedent and consequent 
parts of the rule. The support is sometimes expressed as a percentage of the total number of records in the database. 

2. Confidence: Confidence is the ratio of the number of transactions that include all items in the consequent as well as 
the antecedent to the number of transactions that include all items in the antecedent  

3. Lift:  Lift is nothing but the ratio of confidence to expected confidence. Lift is a value that gives us information about 
the increase in probability of the "then" (consequent) given the "if" (antecedent) part. 

II.  APPLICATIONS OF ASSOCIATION RULE M INING  

The various areas in which association rule mining can be applied are: 
 

1. Market Basket Analysis: 
A typical and widely-used example of association rule mining is market basket analysis. For example, data are collected using 

bar-code scanners in supermarkets. Such ‘market basket’ databases consist of a large number of transaction records. Each record 
lists all items bought by a customer on a single purchase transaction. Managers would be interested to know if certain groups of 
items are consistently purchased together. They could use this data for adjusting store layouts, for cross-selling, for promotions, 
for catalogue design and to identify customer segments based on buying patterns [18]. 

 
Association rules are of the form if X then Y. For example:  

In an online book store there are always some tips after you purchase some books, for instance, once you bought the book Data 
Mining Concepts and Techniques, a list of related books such as: Database System 40%, Data Warehouse 25%, will be presented 
to you as recommendation for further purchasing. 

 
In the above example, the association rules are: when the book Data Mining Concepts and Techniques is brought, 40% of the 

time the book Database System is brought together, and 25% of the time the book Data Warehouse is brought together. Those 
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rules discovered from the transaction database of the book store can be used to rearrange the way of how to place those related 
books, which can further make those rules more strong. Those rules can also be used to help the store to make his market 
strategies such as: by promotion of the book Data Mining Concepts and Techniques, it can blows up the sales of the other two 
books mentioned in the example. 

 
2. Medical diagnosis: 

Applying association rules in medical diagnosis can be used for assisting physicians to cure patients. The general problem of 
the induction of reliable diagnostic rules is hard because theoretically no induction process by itself can guarantee the correctness 
of induced hypotheses.  

 
Practically diagnosis is not an easy process as it involves unreliable diagnosis tests and the presence of noise in training 

examples. This may result in hypotheses with unsatisfactory prediction accuracy which is too unreliable for critical medical 
applications.  

 
Serban has proposed a technique based on relational association rules and supervised learning methods. It helps to identify the 

probability of illness in a certain disease. This interface can be simply extended by adding new symptoms types for the given 
disease, and by defining new relations between these symptoms. 

 
 
3. Census Data: 

Censuses make a huge variety of general statistical information on society available to both researchers and the general public. 
The information related to population and economic census can be forecasted in planning public services(education, health, 
transport, funds) as well as in public business(for setup new factories, shopping malls or banks and even marketing particular 
products).  

The application of data mining techniques to census data and more generally to official data, has great potential in supporting 
good public policy and in underpinning the effective functioning of a democratic society. On the other hand, it is not undemanding 
and requires exigent methodological study, which is still in the preliminary stages. 

 
4. CRM of Credit Card Business: 

Customer Relationship Management (CRM), through which, banks hope to identify the preference of different customer groups, 
products and services tailored to their liking to enhance the cohesion between credit card customers and the bank, has become a 
topic of great interest [10]. Shaw [8] mainly describes how to incorporate data mining into the framework of marketing knowledge 
management.  

 
The collective application of association rule techniques reinforces the knowledge management process and allows marketing 

personnel to know their customers well to provide better quality services. Song [6] proposed a method to illustrate change of 
customer behaviour at different time snapshots from customer profiles and sales data. The basic idea is to discover changes from 
two datasets and generate rules from each dataset to carry out rule matching. 

III.  OTHER APPLICATIONS  

Some of the areas in which association rules have been used include: 
  

� Credit card transactions: items purchased by credit card give insight into other products the   customer is likely to 
purchase.  

� Supermarket purchases: common combinations of products can be used to inform product placement on 
supermarket shelves.  

� Telecommunication product purchases: commonly associated options (call waiting, caller display, etc) help 
determine how to structure product bundles which maximise revenue.  

� Banking services: the patterns of services used by retail customers are used to identify other services they may wish 
to purchase.  

� Insurance claims: unusual combinations of insurance claims can be a sign of fraud.  
� Medical patient histories: certain combinations of conditions can indicate increased risk of various complications. 

IV.  L IMITATIONS OF ASSOCIATION RULE M INING  

The main difficulty in applying association rules mining is the setting of support threshold. Many approaches assume that all 
items in the database are of the same kind and have similar frequencies in the database but this assumption is not applicable in 
reality. In real life applications, some items appear very frequently in the database, while others hardly ever appear and the 
frequent item sets are alone not interesting, but the rare items also. If a high support threshold is specified, it misses some 
interesting rules and if a low support threshold is used, it generates numerous unnecessary rules. 

 
In short, we can say that some of the major drawbacks of Association Rule Mining are: 
 

1. Obtaining non interesting rules 
2. Obtaining huge number of rules 
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3. Low algorithm performance  
4. Cannot incorporate domain/ user defined knowledge 
5. Not suitable for supervised learning 

V. SOLUTIONS FOR INCREASING EFFICIENCY OF ALGORITHM  

The efficiency of association rule mining algorithm can be increased in the following ways: 
 

� By reducing the number of passes over the database 
� By sampling the database 
� By adding extra constraints on the structure of patterns 
� Through parallelization. 

VI.  FUTURE WORK 

In this paper a revision on the main application areas of association rules has been focused. It is all about to find some kind of 
pattern or relationship between various datasets. The outcome is association rules, and it is an iterative refinement process. End 
users of association rule mining tools encounter several well known problems in practice. Solutions to these problems are also 
given here. 
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