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Abstract: This Paper addresses the problem to solve Separation of independent sources in composite signal, using fast
independent component analysis (FICA). The term blind refers to the fact that no explicit knowledge of source signals or
mixing system is available. In a statistical signal processing, signals from multiple sources arrive simultaneously at the
receiver array, so that each receiver array output contains a mixture of source signals that is random signals. Sets of
receiver outputs are processed to recover the source signals or to identify the mixing system. FICA approach uses
statistical independence of the source signals to solve the (BSS) problems [13].
Estimating the original source signals without knowing the parameters of mixing and/or filtering processes. It is difficult
to imagine that one can estimate this at all. In fact, without some a priori knowledge, it is not possible to uniquely estimate
the original source signals. However, one can usually estimate them up to certain indeterminacies.ICA is one of the most
widely used BSS techniques for revealing hidden factors that underlie sets of random variables, measurements, or signals
[14].
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I. INTRODUCTION

Separation of independent sources in composite signal a new
technique to statistically extract independent components from
the observed multidimensional mixture of data. Statistical
Signal Processing basically refers to the analysis of random
signals using appropriate statistical techniques. To involve the
recovery of information from physical observations, due to the
random nature of the signal, statistical techniques play an
important role in signal processing. Statistics is used in the
formulation of appropriate models to describe the behaviour of
the system, the development of appropriate techniques for
estimation of model parameters, and the assessment of model
performances. Statistical signal processing technique having
practical application areas, such as latent variable separation,
mixed voices or images, analysis of several types of data or
feature extraction [1].
Statistical Signal Processing technique developed to deal with
problems that are closely related to cocktail- party problems.
The cocktail party problem is basically the scenario that a
party with several conversations going on around the room.
Even though hear these conversations as mixed signals in ears,
humans are unable to unfix these signals into different
components, so that concentrate on a sole conversation. The
model of the problem to recover the source signals given only
the mixtures. This problem is also commonly known as Blind
Source Separation or Blind Signal Separation [2, 3]. The term
blind refers to the fact that no explicit knowledge of source
signals or mixing system is available. Independent component
analysis approach uses statistical independence of the source
signals to solve the blind signal separation problems [4]. The
problem of source separation is an inductive inference
problem. There is not enough information to deduce the
solution, so one must use any available information to inter

the most probable solution. The aim is to process these
observations in such a way that the original source signals are
extracted by the adaptive system [5].
Application domains include communications, biomedical,

audio, image, and sensor array signal processing. Fast ICA
algorithm improves the efficiency of independent component
analysis. However, most of the publication focused on offline
signal processing using Fast ICA algorithm. It cannot be
applied to real-time applications such as speech signal
enhancement and EEG/MEG essential features extraction for
brain computer interface (BCI). In order to realize the real-
time signal processing, the Fast ICA algorithm can be
implemented on a field-programmable gate array (FPGA) to
speed up the computations involved.

II. LATENT VARIABLE

A family of statistical models. It explains the correlations
among observed variables by making assumptions about the
hidden (‘latent’) causes of those variables. Consider situations
in which a number of sources emitting signal which are
interfering with one another. Familiar situations in which this
occurs are a crowded room with many people speaking at the
same time, interfering electromagnetic waves from mobile
phones or crosstalk from brain waves originating from
different areas of the brain. In each of these situations the
mixed signals are often incomprehensible and to separate the
individual signals. This is the goal of Blind Source Separation
[6]. A classic problem in BSS is the cocktail party problem.
The objective is to sample a mixture of spoken voices, with a
given number of microphones - the observations, and then
separate each voice into a separate speaker. In this encounter
many problems, e.g. time delay between microphones, echo,
amplitude difference, voice order in speaker and
underdetermined mixture signal.
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In ICA the general idea is to separate the signals, assuming
that the original underlying source signals are mutually
independently distributed. When regarding ICA, the basic
framework for most researchers has been to assume that the
mixing is instantaneous and linear, as in informal. ICA is often
described as an extension to PCA that uncorrelated the signals
for higher order moments and produces a non orthogonal basis
[7].

III. INDEPENDENT COMPONENT ANALYSIS (ICA)

Independent Component Analysis (ICA) is a statistical
technique, means that knowing the value of one of the
components does not give any information about the other
components perhaps the most widely used, for solving the blind
source separation problem. This section, presents the basic
Independent Component Analysis model and show under which
conditions its parameters can be estimated.

A. ICA model
The general model for ICA is that the sources are generated
through a linear basis transformation, where additive noise can
be present. Suppose that N statistically independent signals

si(t)where i = 1,2,3,4........,n.
Assume that the sources themselves cannot be directly
observed and that each signal, si(t), is a realization of some
fixed probability distribution at each time point t. Also,
suppose observe these signals using sensors, and then obtain a
set of n observation signals

xi(t) , where
i = 1,2,3,4........,n

That is mixtures of the sources. A fundamental aspect of the
mixing process is that the sensors must be spatially separated
(e.g. microphones that are spatially distributed around a room)
so that each sensor records a different mixture of the sources.
With this spatial separation assumption in mind, model the
mixing process with matrix multiplication as follows.

x(t) = As(t) ...(1)
where A is an unknown matrix called the mixing matrix and
x(t), s(t) are the two vectors representing the observed signals
and source signals respectively as shown in Figure 1
Incidentally, the justification for the description of this signal
processing technique as blind is that no information on the
mixing matrix, or even on the sources themselves. The
objective is to recover the original signals, si(t), from only the
observed vector xi(t).Obtain estimates for the sources by first
obtaining the “unmixing matrix” W, where = A−1. This
enables an estimate, s(t), of the independent sources to be
obtained:
Define abbreviations and acronyms the first time they are used
in the text, even after they have been defined in the abstract.
Abbreviations such as IEEE and SI do not have to be defined.
Do not use abbreviations in the title or heads unless they are
unavoidable.

s(t) = Wx(t) ...(2)

A key concept that constitutes the foundation of independent
component analysis is statistical independence. To simplify the
above discussion consider the case of two different random
variables s1 and s2 as shown in fig. 1.

The random variable s1 is independent of s2, if the information
about the value of s1 does not provide any information about
the value of s2, and vice versa. Here s1 and s2 be a random
signals originating from two different physical processes that
are not related to each other.

Fig. 1. Blind source separation (BSS) block diagram.

B. Independence
Mathematically, statistical independence is defined in terms of
probability density of the signals. Consider the joint probability
density function (pdf) of s1 and s2 be p(s1, s2). Let the marginal
pdf of s1 and s2 be denoted by p1(s1) and p2(s2) respectively. s1

and s2 are said to be independent if and only if the joint pdf can
be expressed as:

ps1,s2(s1,s2) = p1(s1)p2(s2) ...(3)

Similarly, independence could be defined by replacing the
pdf by the respective cumulative distributive functions as;

E{p1(s1)p2(s2)} = E{g1(s1)}E{g2(s2)} ...(4)

Where E {.} is the expectation operator. In the following
section we use the above properties to explain the relationship
between uncorrelated and independence.

C. Uncorrelated
Two random variables s1 and s2 are said to be uncorrelated if
their covariance C(s1,s2) is zero.

C (s1, s2) = E {(s1−ms1)(s2−ms2)}
= E {s1s2−s1ms2−s2ms1+ms1ms2} ...(5)

= E {s1,s2}−E{s1}E{s2}
= 0

Where ms1 is the mean of the signal. Equation 4 and 5 are
identical for independent variables taking g1(s1) = s1.
Hence independent variables are always uncorrelated. However
the opposite is not always true. The above discussion proves
that independence is stronger than uncorrelatedness and hence
independence is used as the basic principle for ICA source
estimation process. However uncorrelatedness is also important
for computing the mixing matrix in ICA

D. Central limit theorem
A simple pre-processing step that is commonly performed is
to “centre” the observation vector x by subtracting its mean
vector m=E{x}. That is obtaining the cantered observation
vector, xc, as follows:

xc= x−m



Ahamad,  Pandit and  Parandkar 109

This step simplifies ICA algorithms by allowing us to assume
a zero mean. Once the unmixing matrix has been estimated
using the cantered data, obtain the actual estimates of the
independent components as follows:

s(t) = A−1(xc+m)

E. Whitening
Another step which is very useful in practice is to prewritten
the observation vector x. Whitening involves linearly
transforming the observation vector such that its components
are uncorrelated and have unit variance. Let xwdenote the
whitened vector, then it satisfies the following equation:

E{xwxT
w} = I

where {xw xT
w} is the covariance matrix of xw. Also, since the

ICA framework is insensitive to the variances of the
independent components, assume without loss of generality
that the source vector, s, is white, i.e

E{ssT} = I
A simple method to perform the whitening transformations to
use the Eigen value decomposition (EVD) ofx. That is, we
decompose the covariance matrix of x as follows
E{xxT}=VDVT

Where V is the matrix of eigenvectors of E{xxT},

And D is the diagonal matrix of Eigen values, i.e.

D =diag{λ1,λ2, ...,λn}.

The observation vector can be whitened by the following

transformation:

xw=VD−1/2VT x

Where the matrix D−1/2 is obtained by a simple component

wise operation as

D−1/2 =diag{λ1
−1/2,λ2

−1/2, ...,λn
−1/2}.

Whitening transforms the mixing matrix into a new one,

which is orthogonal

xw=VD−1/2VT As = Aws

hence,

E{xwxT
w} = AwE{ssT} Aw

T

= Aw Aw
T

=I

Whitening thus reduces the number of parameters to be
estimated. Instead of having to estimate the n2 elements of the
original matrix A, only need to estimate the new orthogonal
mixing matrix, where orthogonal matrix has n(n−1)/2 degrees
of freedom. One can say that whitening solves half of the ICA
problem. This is a very useful steps whitening is a simple and
efficient process that significantly reduces the computational
complexity of ICA. An illustration of the whitening process
with simple ICA source separation process is explained in the
later section.

F. PCA-ICA algorithm

The reason for combining both PCA and ICA is to reduce the
dimension of the problem before implementing the ICA
algorithm, thus making it easier for the ICA algorithm to solve
the problem. The proposed structure combined for the PCA
and ICA is shown in Figure 2,seen as a two step algorithm, the
first part of the algorithm is of second order statistics and
decorrelates the data. The second part of the algorithm is
ofhigher order statistics and separates the data. As such, the
two algorithms complements one other, since if only PCA is
used separation cannot be accomplished, due to uncorrelated
does not mean independent. If just ICA is applied alone the
problem becomes more difficult, since the dimensions of the
problem are too large and ICA will be slow to converge. In the
derivations of ICA an assumption has been made that the input
data is uncorrelated.

.
Fig. 2. Structure for combining PCA and ICA.

ICA is a statistical method that expresses a set of
multidimensional observations as a combination of unknown
latent variables. These underlying latent variables are called
sources or independent components and they are assumed to be
statistically independent of each other. The ICA model is

x = f (θ, s)..........................................................(1)
Where x = (x1, . . . , xm) is an observed vector and f is a
general unknown function with parameters θ that operates on
statistically independent latent variables listed in the vector s =
(s1, . . . , sn ).A special case of (1) is obtained when the
function is linear, and  can be write

x = As................................................................ (2)
Where A is an unknown m×n mixing matrix. In Formulae and
,consider x and s as random vectors. When a sample of
observations X = (x1, . . . , xN) becomes available, write X =
AS where the matrix X has observations x as its columns and
similarly the matrix S has latent variable vectors s as its
columns shown in Figure 3.

Fig. 3. BSS using ICA algorithm.

The mixing matrix A is constant for all observations. If both
the original sources S and the way the sources were mixed are
all unknown, and only mixed signals or mixtures X can be
measured and observed, then the estimation of A and S is
known as blind source separation (BSS) problem.
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The normalized value w_new is compared with the old
value w_old and if the values do not match then w_new fed
back to the input of the block and also stored as w_old in a
register for the purpose of comparison. When w_new = w_old
then this value is given to the output as the converged vector w
which gives one independent component. For finding the other
independent component a new random vector w is assumed
and it is decorrelated with the earlier w and is again put to the
iteration process for getting an optimized converged value For
I = 1 and 2 (for two mixed signals).
The process of cantering is to subtract the mixed signal means
μ1 and μ2 from x1 and x2, respectively. First the mixed signal
elements are accumulated one by one. After getting the
summation of x, μ is obtained by dividing the summation by
the sample length. In order to speed up the processing,
multiplication operation (multiply by 1/sample length) is used
instead of the division. Second, the mean is subtracted from the
mixed signal data for achieving centering shown in Figure 5.6.
The operation is formulated as:

x(i) = x(i)- × (1/samplelength)

Where i = 1, 2,….., sample length
The first step of whitening is to find the whitening matrix

P. P is given by :
P = D-1/2X ET

Where D = diag(λ1,λ2) = diagonal matrix of the covariance
matrix C X’s eigenvalues.
E = (e1,e2) = Orthogonal matrix of C X’s eigenvectors.
CX = E{XXT} is a 2×2 matrix.

IV. SIMULATION AND RESULTS

In the simulation, source signals sine and square waves
generated from MATLAB. Then, the mixed signals are
produced by multiplying random mixing matrix and source
signals. The sample length of mixed signal X and estimated
independent components S are both 1000 in the simulation.
Fig. 4(a) are the source signals sine and square waves. Fig. 4(b)
shows the mixed signals. The demixing matrix B is found by
the Fast ICA algorithm and the estimated independent
component signals, shown in Fig. 4(c), are derived by
multiplying the demixing matrix B and mixed signals.

Fig. 4. (a) Independent sources s1 and s2.

Fig. 4. (b) Observed signals, x1 and x2.

Fig. 4. (c) Estimates of independent components.
(From an unknown linear mixture of unknown independent

components).
The independent components are then mixed, an arbitrarily

chosen mixing matrix A, where

The resulting signals from this mixing are shown in Fig. 4 (b).
Finally, the mixtures x1 and x2 are separated using Fast ICA to
obtain s1 and s2, shown in Fig. 4 (c). By comparing Fig. 4 (c)
to Fig. 4 (a) it is clear that the independent components have
been estimated accurately and that the independent components
have been estimated without any knowledge of the components
themselves or the mixing process.

V. TWO SPEECH SIGNAL

In this simulation two speech signal are taken as the source
signals shown in Fig.5(a). The source signal recovered by Tanh
with symmetric orthonormalization based fixed point algorithm
and deflation orthonormalizationshown in Fig.5(b). Algorithms
using Tanh with symmetric orthonormalization have pretty
much the same statistical performance shown in Fig 5 (b)
recovered by fixed point algorithm

Fig. 5. (a) Original speech signals.

Fig. 5. (b) Tanh with symmetric orthonormalization
based fixed point algorithm
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CONCLUSION

Ways needed in Fast ICA algorithm for decorrelation of the
separating matrix can be deflationary or symmetric
orthonormalization.
As for statistical performance the best results are obtained by
using Tanh symmetric orthonormalization. All algorithms
using Tanh with symmetric orthonormalization based fixed
point algorithm have pretty much the same statistical
performance and can also be used in complex applications like
harmonic separation in power system and interference
suppression in CDMA systems. Performance comparison in
terms of CPU time shows that deflation orthonormalization
approach of the Fast ICA algorithm is clearly inferior.
Extensive simulation studies reveal that symmetric
orthonormalization approach has a better performance as
compared to deflation approach. Looking at the computational
load, one sees clearly that Fast ICA requires the smallest
amount of computation. In some applications, it may be
preferable to use the fast ICA algorithm with deflation
orthonormalization in which every vector is impartially treated
and the parallel computation of independent components is
enabled
The proposed research can be extended in following
dimensions. Pipeline architecture of the Fast ICA algorithm
can be developed for real-time sequential mixed signal
processing. An extended implementation of Fast ICA
algorithm based on the proposed modules can be done for
higher dimension (more than two sources and mixtures).VLSI
implementation of Fast ICA algorithm offers many features
such as high processing speed, which is extremely desired in
many applications. In order to reduce the complexity, the Fast
ICA block can be divided into several sub modules and each of
the sub modules is developed by HDL coding. VLSI
implementation of different ICA technique can be carried out.
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