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Abstract  

In recent years, intrusion detection has emerged as an important technique for network security. Machine 
learning techniques have been applied to the field of intrusion detection. They can learn normal and 
anomalous patterns from training data and via Feature selection improving classification by searching for 
the subset of features which best classifies the training data to detect attacks on computer system. The 
quality of features directly affects the performance of classification. Many feature selection methods 
introduced to remove redundant and irrelevant features, because raw features may reduce accuracy or 
robustness of classification. Outlier detection in stream data is an important and active research issue in 
anomaly detection. Most of the existing outlier detection algorithms has less accurate because use some 
clustering method. Some data are so essential and secretary. Therefore, it needs to mine carefully even if 
spend cost. This paper presents a framework to detect outlier in stream data by machine learning method. 
Moreover, it is considered if data was high dimensional. This method is more accurate from other preferred 
models, because machine learning method is more accurate of other methods.  
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I. INTRODUCTION 
 Outlier detection is the process of finding data objects with behaviors that are very different 

from expectation. Such objects are called outliers or anomalies. Outlier detection is important in 
many applications in addition to fraud detection such as medical care, public safety and security, 
industry damage detection, image processing, sensor/video network surveillance and intrusion 
detection [1, 2, and 10].  

Intrusion detection systems (IDS) have become important security tools applied in many 
contemporary network environments. They gather and analyze information from various sources 
on hosts and networks in order to identify suspicious activities and generate alerts for an 
operator. The task of intrusion detection is often analyzed as a pattern recognition problem-an 
IDS has to tell normal from abnormal behavior. It is also of interest to further classify abnormal 
behavior in order to undertake adequate counter-measures. An IDS can be modeled in various 
ways. A model of this kind usually includes the representation algorithm (for representing 
incoming data in the space of selected features) and the classification algorithm (for mapping the 
feature vector representation of the incoming data to elements of a certain set of values, e.g. 
normal or abnormal etc.). Some IDS, like models presented in [20], also include the feature 
selection algorithm, which determines the features to be used by the representation algorithm. 
Even if the feature selection algorithm is not included in the model directly, it is always assumed 
that such an algorithm is run before the very intrusion detection process [19]. 

The quality of the feature selection algorithm is one of the most important factors that affect 
the effectiveness of an IDS. The goal of the algorithm is to determine the most relevant features 
of the incoming traffic, whose monitoring would ensure reliable detection of abnormal behavior. 
Since the effectiveness of the classification algorithm heavily depends on the number of features, 
it is of interest to minimize the cardinality of the set of selected features, without dropping 
potential indicators of abnormal behavior. Obviously, determining a good set of features is not an 
easy task. The most of the work in practice is still done manually and the feature selection 
algorithm depends too much on expert knowledge. Automatic feature selection for intrusion 
detection remains therefore a great research challenge [19]. 

There are many outlier directional methods in the literature and in practice. They categorize to 
4 groups: Statistical Methods, Proximity-Based Methods, Clustering-Based Methods, and 
Classification methods. Statistical methods (also known as model-based methods) make 
assumptions of data normality. They assume that a statistical (stochastic) model generates 
normal data objects, and that data not following the model are outliers. Proximity-based methods 
assume that an object is an outlier if the nearest neighbors of the object are far away in feature 
space, that is, the proximity of the object to its neighbors significantly deviates from the 
proximity of most of the other objects to their neighbors in the same data set. Clustering-based 
methods assume that the normal data objects belong to large and dense clusters, whereas 
outliers belong to small or sparse clusters, or do not belong to any clusters. In Classification 
methods Outlier detection can be treated as a classification problem if a training data set with 
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class labels is available. The general idea of classification-based outlier detection methods is to 
train a classification model that can distinguish normal data from outliers [3, 5, and 7].  

Classification method is more accurate than other method. There is some algorithm in 
classification method, but SVM method is better because although the training time of even the 
fastest SVMs can be extremely slow, they are highly accurate, owing to their ability to model 
complex nonlinear decision boundaries. They are much less prone to over fitting than other 
methods. The support vectors found also provide a compact description of the learned model. 
SVMs can be used for numeric prediction as well as classification [4, 6]. 

II. RELATED WORKS 
   Two main approaches to intrusion detection system are used namely misuse and anomaly 
detection. Misuse detection is based on a description of known malicious activities. This 
description is often modeled as a set of rules referred to as attack signatures. An anomaly 
detection IDS looks for anomalies, meaning it thinks outside of the ordinary. It uses rules or 
predefined concepts about “normal” and “abnormal” system activity (called heuristics) to 
distinguish anomalies from normal system behavior and to monitor report on, or block anomalies 
as they occur. 

   Various artificial intelligence techniques have been utilized in IDS. Machine learning as an 
efficient technique has an inherent capacity to provide decision aids for the analysts and which 
automatically generate rules to be used for computer network intrusion detection. Feature 
selection, is a preprocessing step to machine learning of selecting a subset of relevant features for 
building robust learning models. 

   To enhance the learning capabilities and reduce the computational intensity of competitive 
learning, different feature reduction techniques based on Machine Learning have been proposed. 
We compared three feature reduction techniques based on DT, FNT and PSO on KDD99 dataset. 

   A feature selection method finds smallest number of features that maximize the performance of 
the pattern recognition system. There are three categories of feature selection methods, 
depending on how they interact with the classifier: the wrapper, the filter and hybrid models 
[21], [22]. The wrapper model uses learning algorithms performance in assessing and selecting 
features [21], [22]. The filter model considers statistical characteristics of a data set directly 
without involving any learning algorithm [21], [22]. The wrapper and the filter models have their 
own advantages and disadvantages. The features selected by applying the wrapper model are 
usually better adapted to a machine learning algorithm, which is chosen in advance for the 
feature selection process. However, the wrapper model also requires more computational 
resources than the filter model. When the number of features becomes very large, such as 
intrusion detection systems, the filter model is more appropriate due to its computational 
efficiency. In order to combine the advantages of both models, the hybrid model was proposed 
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[21], [22]. In this research, we proposed a framework to outlier detection in stream data by 
classification method. Classification method is more accurate that other methods. 

III. PROPOSED FRAMEWORK 
In proposed framework at first it is received stream data to Feature selection segment. This 

segment considers data. If stream data is high dimensional, this segment select important 
attributed from them and send to classification stream data segment.  If data is not high 
dimensional, it send data to classification stream data segment without doing Feature selection 
algorithm on them. And, in next segment classify data by improved incremental SVM algorithm. 
This algorithm supports two linearly separable and linearly inseparable stream data. At last in 
extract outlier class segment. It is extracted outlier. Because stream data come continually, this 
segment every period time gives a report about outliers.  

A. Feature Selection Segment 

There are five fetcher selection methods to apply: 

Stepwise forward selection: The procedure starts with an empty set of attributes as the reduced 
set. The best of the original attributes is determined and added to the reduced set. At each 
subsequent iteration or step, the best of the remaining original attributes is added to the set [11]. 

 Stepwise backward elimination: The procedure starts with the full set of attributes. At each 
step, it removes the worst attribute remaining in the set [11, 12]. 

Combination of forward selection and backward elimination: The stepwise forward selection 
and backward elimination methods can be combined so that, at each step, the procedure selects 
the best attribute and removes the worst from among the remaining attributes [13]. 

Decision tree induction: Decision tree algorithms were originally intended for classification. 
Decision tree induction constructs a flowchart like structure where each internal (nonleaf) node 
denotes a test on an attribute, each branch corresponds to an outcome of the test, and each 
external (leaf) node denotes a class prediction. At each node, the algorithm chooses the “best” 
attribute to partition the data into individual classes. When decision tree induction is used for 
attribute subset selection, a tree is constructed from the given data. All attributes that do not 
appear in the tree are assumed to be irrelevant. The set of attributes appearing in the tree form 
the reduced subset of attributes [13]. 

Because method of Decision tree induction is more accurate of other methods, it is used of this 
method for fetcher selection. 
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FIGURE 1: FRAMEWORK FOR OUTLIER DETECTION IN STREAM DATA 

 

B. Classification Stream Data by Incremental SVM 

  A method of ordering linear and nonlinear data is Support vector machines (SVMs).  In a case, 
SVM is an algorithm and the function of it is as follows. To change the original training data into 
a higher dimension, it applies a nonlinear mapping. It seeks for the linear ideal separating hyper 
plane through this new dimension. A hyper plane can always separate the data into two classes 
with a suitable nonlinear mapping to an appropriately high dimension. The SVM discovers this 
hyper plane utilizing support vectors that is “essential” training tuples and margins which is 
explained by the support vectors. “I’ve heard that SVMs have attracted a great deal of attention 
lately. Why?” Vladimir Vapnik and colleagues Isabelle Guyon and Bernhard Boser (1992) have 
done the first research on support vector machines since the groundwork for SVMs has been 
around since the 1960s.  

Even though the training time of SVMs is very extremely slow, they are very precise and can to 
model compound nonlinear decision limitations. In compare to other methods, they are much less 
predisposed to over fitting. The provision vectors also are a compressed explanation of the trained 
model. SVMs also are able to utilize for numeric calculation along with classification. They have 
been used for many areas such as object recognition, handwritten digit recognition, and speaker 
identification.[14,15,16]. 
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FIGURE 2:  ALGORITHMS FOR OUTLIER DETECTION IN STREAM DATA  

 
In this study, it is proposed a method to finding outlier in stream data by incremental support 

vector machine. The figure 2 shows this method. At first data enter in some batches sequentially. 
Some sample select randomly of every batches data and clustering by k-mean method. Some 
cluster is small and go away from other clusters are outliers. Outlier labeled by positive and 
other data labeled by negative. In all of sample do this method.  And all of data that are labeled 
collect to a segment. Now on these data apply SVM method to finding suitable hyper plane for 
classification.  Next extract data that are positive label as outlier. This process applies for next 
batch data that is entered.  
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IV. CONCLUSION  
Outlier detection is the process of finding data objects with behaviors that are very different 

from expectation. Such objects are called outliers or anomalies. Outlier detection is important in 
many applications in addition to fraud detection such as medical care, public safety and security, 
industry damage detection, image processing, sensor/video network surveillance and intrusion 
detection. Intrusion detection systems (IDS) have become important security tools applied in 
many contemporary network environments. They gather and analyze information from various 
sources on hosts and networks in order to identify suspicious activities and generate alerts for an 
operator. 

We have proposed a framework to outlier detection in stream data by classification method. 
Classification method is more accurate that other methods. But it has more cost than other 
method. Detecting outlier in stream data when data are important is so essential. In future work 
we can optimize incremental SVM algorithm and prefer an effective feature selection algorithm 
for more accurate and better time. 
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