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Abstract- Gender is an important and most diffrentiative characteristic of a speech. Gender information can also be used to improve the 
performance of speech and speaker recognition systems. Automatic gender classification is a technique that aims to determine the sex of 
the speaker through speech signal analysis. However with the increase in biometric security application, practical  application of gender 
identification increased the many fold .The need of gender identification from speech arises several situation such as sorting telephonic call. 
Many methods of gender identification have been proposed in literature. We implemented the gender classification method and gender de-
pendant feature such as pitch, roll of and energy in combination with MFCC. The clustered approach of above said parameter is implement-
ed using SVM. We also present the experimental result of the proposed approach .It is observed that the accuracy of gender identification 
system is improved on the basis of size of codebook .The high accuracy is got at 25 codebook size with greater time slice. The accuracy of 
system tested with respective to gender and age .The efficient recognition rate of 95% is achieved in the age group of 25-30. 
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Introduction  
Gender identification based on the voice of a speaker consists of 
detecting a speech signal uttered by a male or a female. Automat-
ically detecting the gender of a speaker has several potential 
applications. In the context of Automatic Speech Recognition, 
gender dependent models are more accurate than gender inde-
pendent ones. Hence, gender recognition is needed prior to the 
application of one gender dependent model. In the context of 
speaker recognition, gender detection can improve the perfor-
mance by limiting the search space to speakers from the same 
gender. Also, in the context of content based multimedia indexing 
the speaker’s gender is a cue used in annotation. Therefore, auto-
matic gender detection can be a tool in a content-based multime-
dia indexing system. This paper describes an approach for voice-
based gender identification for audio-visual content-based index-
ing. Several acoustic conditions exist in audio-visual data such as 
compressed speech, telephone quality speech, noisy speech, 

speech over background music, studio quality speech, different 
languages, and so on. Gender identification system must be able 
to process this variety of speech conditions with acceptable per-
formance. 
Gender identification is an important step in speaker and speech 
recognition systems [1-4]. In these systems, the gender identifica-
tion step transforms the gender independent problem into a gen-
der dependent one, thus it can reduce the size and complexity of 
the problem. [5, 6, 8, 9]. 
For speech signal based on gender identification, the most com-
monly used features are pitch period and Mel-Frequency Cepstral 
Coefficients (MFCC) [10]. The main intuition for using the pitch 
period comes from the fact that the average fundamental frequen-
cy (reciprocal of pitch period) for men is typically in the range of 
100-146 Hz, whereas for women it is 188-221 Hz [11]. However, 
there are several challenges while using pitch period as the fea-
ture for gender identification. First, a good estimate of the pitch 
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period can only be obtained from voiced portions of a clean non-
noisy signal [12, 13]. Second an overlap of pitch values between 
male and female. 
For the problem of gender identification. Pitch estimation relies 
considerably on the speech quality. This drawback makes such an 
approach non-suitable for the problem of video indexing. Also, the 
reported results are based on with the signal of five second (5s) 
files which is not an image of the frame-based classification accu-
racy in a continuous speech signal.[1] Followed a general audio 
classifier approach using MFCC features and Gaussian Mixture 
Models (GMM) as a classifier. When applied to gender identifica-
tion, the results are 73% of classification accuracy which is not 
promising. [4] Used a combination of pitch-based approach and 
general audio classifier approach using GMM. The reported re-
sults are based on 7s files after silence removal. 
Previous studies on automatic gender classification from speech 
signals of adult speakers achieved high accuracy by using only 
features related to the fundamental frequency (F0) and the first 
four formant frequencies [5]. MFCC extracts the spectral compo-
nents of the signal at 10ms rate by fast Fourier transform and 
carries out the further filtering based on the perceptually motivated 
Mel scale. In [14], the authors identified the gender of the speaker 
by evaluating the distance of MFCC feature vectors and reported 
identification accuracy of about 98%. However, using MFCC also 
has several limitations. First, MFCC captures linguistic Information 
such as words or phonemes at a very short timescale (several 
ms), increasing the computation complexity. Second, since MFCC 
learns too much detail about the short-time spectrum of the 
speech signal, it faces the problem of over-training; hence the 
performance of MFCC is significantly affected by recording condi-
tions (like noise, microphone, etc.). For example, if the speech 
samples used for training and testing are recorded in different 
environments or with different microphones (a typical scenario in 
real world problems), MFCC fails to produce accurate results. To 
address the drawbacks of the above two approaches, techniques 
were proposed that combine both the pitch period and MFCC 
features discussed in [15], [16], [17]. However, the intrinsic draw-
backs of the two features still affect the accuracy and computa-
tional complexity of the gender identification system. 
In this paper, we propose a gender identification system that uses 
basic speech feature extracted from MFCC and gender dependant 
feature: pitch as a parameter selection. We estimated parameter 
classification using SVM. 
The rest of the paper is organized as follows. In section database 
collection, we present the database collection. We addressed 
parameter extraction using MFCC and gender identification sys-
tem in section parameter extraction using mfcc. We discuss pa-
rameter selection in parameter selection and described SVM clas-
sifier svm model section. The paper concludes with Experimental 
result and performance of system, conclusion with discussion.  
 
Database Collection 
The speech database collected from students of Department of 
CS & IT, Dr. Babasaheb Ambedkar Marathwada University, Au-
rangabad 20 speakers in which 8 were male and 12 were female. 
Each word in the vocabulary was recorded 5 times so that it will be 
good for training. In the vocabulary we selected as a real-time 
isolated word as well as natural continuous sentences. 

Parameter Extraction Using MFCC 
We are characterizing the signal in terms of the parameters of 
such a model, we must separate source and the model (filter). In 
ASR the source (fundamental frequency and details of glottal 
pulse) are not important for distinguishing different phones [18,19]. 
Instead, the most useful information for phone detection is the 
filter, i.e. the exact position and shape of the vocal tract. If we 
knew the shape of the vocal tract, we would know which phone 
was being produce to separate the source and filter (vocal tract 
parameters) efficient mathematical way is cepstrum. The cestrum 
is defined as the inverse DFT of the log. [20]  The cepstral proper-
ty have been extremely useful where the variances of different 
coefficients are tends to be uncorrected. The cepstral coefficients 
have the extremely useful property that variance of the different 
coefficients tends to be uncorrelated [21]. This is not true for the 
spectrum, where spectral coefficients at different frequency bands 
are correlated. The fact that cepstral features are uncorrelated 
means that the Gaussian acoustic model doesn’t have to repre-
sent the covariance between all the MFCC features, which hugely 
reduces the number of parameters [22].The process of MFCC 
parameter extraction is explained in the equation 1 where x[n] is 
any input signal with limit value N= 0, 1…….N-1 , we got a log 
propagation C[n] Vector set presented in equation given below: 

 
Where c(n) is cepstral coefficient and x(n) is the input signal. 
Since the MFCC is the most popular feature extraction technique 
for ASR [18], the basic steps involved in extraction of MFCC is 
shown in figure 1. 

Fig 1- Steps for extracting a sequence of 12 MFCC feature vec-
tors from waveform. 

 
Parameter Selection 
In the parameter selection we selected a basic MFCC 12 feature 
in addition to gender dependant pitch feature and basic supportive 
energy feature. 
 
Energy of speech signal 
The energy of speech is a basic and independent parameter, en-
ergy of each frame is calculated by equation given below 
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Energy of all the frames is ordered and the top ones are selected 
for the following process to obtain the pitch feature. [23] The 
voiced frame and the sonorant frame were determined by calculat-
ing the energy contained within certain bandwidths. In our system, 
we just simply calculate the energy by using method described in 
(4).The computation complexity is greatly reduced. The following 
experimental results indicate that such a simple energy calculation 
is able to yield speech frames which contain relatively strong pitch 
feature. 
 
Pitch Analysis 
Pitch is defined as the fundamental frequency of the excitation 
source. Hence an efficient pitch extractor and an accurate pitch 
estimate calculated can be used in an algorithm of gender identifi-
cation. The human voice is a magical tool. It can be used to identi-
fy those we know to create wonderful music through singing; it 
allows people to communicate verbally; and, it can help in the 
recognition of emotions. Everyone has a distinct voice, different 
from all others unique and can act as an identifier. The human 
voice is composed of a multitude of different components, making 
each voice different; namely, pitch, tone, and rate.  
 
Support Vector Machine (SVM) Models 
A Support Vector Machine (SVM) performs classification by con-
structing an N-dimensional hyper plane that optimally separates 
the data into two categories. SVM models are closely related to 
neural networks. In fact, a SVM model using a sigmoid kernel 
function is equivalent to a two-layer, perceptions neural network.  
Support Vector Machine (SVM) models are a close cousin to clas-
sical multilayer perception neural networks. Using a kernel func-
tion, SVM’s are an alternative training method for polynomial, 
radial basis function and multi-layer perception classifiers in which 
the weights of the network are found by solving a quadratic pro-
gramming problem with linear constraints, rather than by solving a 
non-convex, unconstrained minimization problem as in standard 
neural network training.  
In the parlance of SVM literature, a predictor variable is called an 
attribute, and a transformed attribute that is used to define the 
hyper plane is called a feature. The task of choosing the most 
suitable representation is known as feature selection. A set of 
features that describes one case (i.e., a row of predictor values) is 
called a vector. So the goal of SVM modeling is to find the optimal 
hyper plane that separates clusters of vector in such a way that 
cases with one category of the target variable are on one side of 
the plane and cases with the other category are on the other size 
of the plane. The vectors near the hyper plane are the support 
vectors.  
 
Experimental Results 
Experiments are carried out to validate the performance of the 
gender identification system proposed in this paper.  
For the basic parameter extraction MFCC is used, with the follow-
ing statics  

No. of Coefficient: 12 
Window Length=0.15 
Time step:-0.5 
For the annotation and normalization we used praat software as a 
tool. 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 2- Speech Waveform with Energy feature. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3- Basic 12 MFCC feature. 
 
The speech has energy as a basic dependant parameter. The 
energy values vary as per each frame in speech signal. The figure 
2 describes that how the energy values changes as per frames in 
speech signal. Extraction of basic parameter from speech MFCC 
is robust and dynamic technique available in literature. MFCC 
feature values changes as per time so, figure 3 describe that the 
flow of MFCC parameter with respective time scale. 
 
 
 
 
 
 

 
 
 
 
 

 
Fig. 4- Basic MFCC parameter. 
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We extracted basic MFCC parameter with 1first level means 12 
feature. For training we selected the ten speakers sample of 
speech in which 05 were male and 05 were female the dependen-
cy of each male and female feature describe in figure 4. Pitch is 
very important independent parameter of speech, the values of 
pitch changes as per frame of speech that explain the figure 5.  
 
Table 1- Recognition of the system with respective codebook size 

Table 2- Result of system with basic pitch parameter and thresh-
old 

Fig. 5- Speech waveform with Pitch parameter. 
 
The basic MFCC 12 feature with respective speaker were extract-
ed. As well as selected values of energy parameter with respec-
tive time slice.  
The Support vector machine used for clustering approach The 
number of test set passed to support vector machine for testing is 
called as codebook. The performance of the test gender identifica-
tion system is on the basis of comparative codebook size the table 
1 describes the recognition accuracy with respective codebook 
size. 

Table 3- Performance of system with gender wise 

The threshold values were needed to differentiate male and fe-
male voice. Average mean and standard deviation used to decide 
threshold. 
The values of threshold, mean, standard deviation explain in table 
The performance of gender identification system calculated for 
main key factor 

 Gender 

 Age 
The result changes as per the age group and is presented in table 
4 

Table 4- Performance of system with age group wise  

Conclusion 
This paper presents a voice-based gender identification system 
using Support vector machine in combination of MFCC. Using 
MFCC the basic feature extracted is combined with energy and 
pitch values with respective time slice for selecting the feature 
vector. Using SVM the feature vector classifies as per codebook 
size .If the codebook size is increased the accuracy of recognition 
also increases .We also test the performance of system on the 
basis of gender wise and age wise, the maximum accuracy is 
obtained in  25-30 age group that is 95%. 
 
Future Work 
In future we will try that our system is robust gender identification 
to background noise, microphone variations, and language spo-
ken by the speaker. 
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