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Abstract- In this paper we are collecting 100 Devnagri numerals from 10 different persons belonging to three different states of India. The 
data collected in a plane paper is scanned in the form of a bit map image. The collected data has to undergo the preprocessing steps first 
and then some morphological operations like opening, edge detection, dilation, hole filling and numerals detection are performed. After nu-
merals detection the boundary of the numerals in row, are calculated and stored in the database. Calculating the total number of numerals in 
a row, the individual width and height of each numeral are measured. The features can be extracted by three steps; first the extreme coordi-
nates of the numerals can be measured, then grabbing the numerals into grids and finally numerals digitization. Digitized numerals are then 
further trained with multilayer neural network. The proposed research work gives us 100 % accuracy and hence recognized all 100 numerals 
correctly.  
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Introduction  
The handwriting character recognition system has been inspired 
from the human capability to recognize any pattern, which is diffi-
cult task for normal computer system having computing power of 
more than billions instruction per second. In this system the input 
is given in the form of a digital image by using writing pad, optical 
scanner or digital camera. This input image is processed to ex-
tract the information by using various algorithm and technique of 
digital image processing. This extracted information is then sent to 
artificial neural network for character recognition process, which 
has been inspired from the structure of human brain made up of 
networks of cells known as neuron.  
Two classes of recognition systems are usually distinguished: 
online system for which handwriting data are captured during the 
writing process, which makes available the information on the 
ordering of the strokes, and offline system for which recognition 
takes place on a static image captured once the writing process is 
over. Neural Nets (NN) and Hidden Markov Model (HMM) [1, 7] 

are the popular, amongst the techniques which have been investi-
gated for handwriting recognition. Neural network are recently 
being used in various kind of pattern recognition. In this paper, 
efforts have been made to develop automatic handwritten Dev-
nagri numeral recognition system with high recognition accuracy. 
Here we have used neural network is the multi-layer perceptron 
(MLP) and trained with back-propagation which is the most popu-
lar and versatile forms of neural network classifier and is among 
the most frequently used traditional classifiers for handwriting 
recognition. 
        
Devnagri script 
The Devnagri is a form of alphabet called an abugida, as each 
constant has an inherent vowel that can be changed with different 
vowel signs [2-5]. Vowel can be written as independent charac-
ters, or by using a variety of diacritical marks which are written 
above, below, before or after the consonants they belong to. This 
Devnagri script and Unicode is shown in “Fig. (1)”  
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Fig. 1- Devnagri Script 
 
Data Acquisition 
The handwritten numerals data are collected from 10 different 
persons belong to three different state of India. The collected data 
is taken on the plane paper and later on scan it to form a standard 
bit map image. No restriction was imposed on the content or style 
of writing, the only exception was the stipulation on the isolation of 
characters [2-4]. The data acquisition of 100 mixed Devnagri nu-
merals from zero to nine is shown in “Fig. (2)”. 
 
 
 
 
 
 
 
 
     

 Fig. 2 - Scanned Image 
 

Image Preprocessing 
The first step of this processing is to converts the scan text RGB 
image into gray image and then binary. The binary image is then 
inverted because when we are applying morphological operations 
such as edge detection which is applicable to black background 
i.e. with pixel ‘0’ and white foreground with pixel ‘1’. The main aim 
is to do that for simpler and faster calculations for further pro-
cessing. 
  
Edge Detection 
In practice, edge detection is performed in the spatial domain, 
because it is computationally less expensive and often yields bet-
ter results. Since edges correspond to strong illumination gradi-
ents, we can highlight them by calculating the derivatives of the 
image. In this numeral recognition process we are using the meth-
od of gradient edge detection with Sobel operator [6-9]. Gradient 
edge detection is the more widely used technique. Here, the im-
age is convolved with only two masks, one estimating the gradient 
in the x-direction Gx, the other the gradient in the y-direction Gy. 
The two masks are shown in “Fig. (3)” below. These masks are 
designed to respond maximally to edges running vertically and 
horizontally relative to the pixel grid, one mask for each of the two 
perpendicular orientations. The mask can be applied separately to 
the input image, to produce separate measurements of the gradi-
ent components in each orientation. These are then can be  
 

 
 
 
 
 
 

Fig. 3- Sobel convolution mask 
 

Combined together to find the absolute magnitude of the gradient 
at each point and the orientation of that gradient. The gradient 
magnitude is given by 

  =                 ……. (1) 
The angle of orientation of the edge gives rise to the spatial gradi-
ent is given by 

        ……… (2) 
In this case, orientation ‘0’ is taken to mean that the direction of 
maximum contrast from black to white runs from left to right on the 
image, and other angles are measured anti-clockwise from this. 
This absolute magnitude is the only output the user sees. The two 
components of the gradient are conveniently computed and added 
in a single pass over the input image using the pseudo-
convolution operator as shown in “Fig. (4)”. 
 
 
 
 
 
 
 
Fig. 4- Pseudo-convolution masks used to compute approximate 

gradient magnitude 
 
Using this mask the approximate magnitude is given by 
 

=
          ….. (3) 
 
The image after edge detection is shown in “Fig. (5)”. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5- Edge Detection 
 
Dilation 
Dilation is typically applied over hear to gradually enlarge the 
boundaries of regions of the foreground pixels thus the area of 
foreground pixels grow in size while holes within this regions be-

Advances in Computational Research 
ISSN: 0975-3273 & E-ISSN: 0975-9085, Volume 4, Issue 1, 2012 

Off-Line Mixed Devnagri Numerals Recognition Using Artificial Neural Network 



Bioinfo Publications   40 

 

comes smaller. The dilation operator takes two pieces of data as 
input. The first is the image which is to be dilated and the second 
is a set of coordinate point known as structuring element. The 
structuring element determines the precise effect of the dilation on 
the input image. 

Mathematically, dilation of A by B is denoted by A B and is 
defined as [6-8, 10]. 

A B =        ……… (4) 
 
Dilation operation for the image under analysis is shown in “Fig. 
(6)”. 
 
 
 
 
 
 

 
 

Fig. 6- Image after Dilation 
 
Hole filling 
Hole filling is determined by selection of marker and mask images. 
Here, we choose the marker image is fm to be ‘0’ everywhere ex-
cept on the image border, where it is set to ‘1’ [6, 10-11]. 

 
  
The effect of hole filling is shown in “Fig. (7)”. 
 
 
 
 
 
 
 
 

 
Fig. 7- Image after hole filling. 

 
Character Detection  
From the above mentioned steps the character detection is quite 
simple. The algorithm search from left to right for white pixels 
starting from left top corner of the area specified for writing. A 
trace of the pixels is the indication of presence of a character. 
 
Calculating the number of rows 
The algorithm searches for the presence and absence of white 
pixels going from top to bottom. The continuous absence of white 
pixels could be a gap between two rows. To make sure whether it 
is a gap, algorithm searches from left to right against every black 
pixel, if there is no trace of white pixel for the entire row, the gap is 
confirmed. In this way, all the horizontal gaps in the image are 
traced out and from this number of rows are calculated. After cal-
culating the number of rows, the individual width and height of 
each numeral is measured. 

Feature Extraction 
Feature extraction consist of three steps: extreme coordinates 
measurement, grabbing character into grid, and character digitiza-
tion. The handwritten numerals are captured and are subdivided 
into a rectangular grid of specific rows and columns. The algorithm 
automatically adjusts the size of grid and its constituents accord-
ing to the dimensions of the numeral. Then it searches the pres-
ence of character pixel in every box of the grid. The boxes found 
with character pixels are considered ‘on’ and the rest are marked 
‘off’. A binary string of each character is formed locating the ‘on’ 
and ‘off’ boxes and presented to the neural network input for train-
ing and recognition purposes. The total number of grid boxes 
represented the number of binary inputs. A 7x5 grid thus resulted 
in 35 inputs to the recognition model [7-8, 17]. The “Fig. (8)” below 
shows the feature extraction. 
 
 
 
 
 
 
 

Fig. 8- Feature Extraction for Numeral 3. 
 
Neural Network in numerals recognition 
Neural network classifier exhibit powerful properties and they have 
been used in handwriting recognition particularly with digits, isolat-
ed characters, and words in small vocabularies. In this work, multi-
layer feed-forward back propagation neural network has been 
implemented. The neural network had three layers: an input layer 
consisting of 35 nodes, a hidden layer consisting of 20 nodes, and 
an output layer 10 nodes one for each numerals [11-15]. The “Fig. 
(9)” shows the three layer artificial neural network for numeral 
recognition. The network uses back-propagation in addition to bias 
weight and momentum. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9- Three layer artificial neural network for numeral recogni-
tion. 

 
The network receives the 35 Boolean values as a 35-element 
input vector. It is then identify the numerals by responding with a 
10-element output vector. The 10-element output vectors each 
represent a numeral. The network is a two-layer log-sigmoid/log-
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sigmoid network. To operate correctly, the network should re-
spond with a ‘1’ in the position of the numerals being presented to 
the network, all other values in the output vector should be ‘0’. [9-
11,13-18]. The log-sigmoid transfer function was picked because 
its output range (0 to 1) is perfect for learning Boolean values and 
also the network is capable to handle noise. 
 
Training 
To create a network that can handle noisy input vector it is best to 
train the network on both ideal and noisy vector. To do this, the 
network is first trained on ideal vector until it has a low sum-
squared error. Then, the network is trained on 10 sets of ideal and 
noisy vectors. The network is trained on two copies of the noise-
free alphabet at the same time as it is trained on noisy vectors. 
The two copies of the noise free alphabet are used to maintain the 
network’s ability to classify ideal input vector. Unfortunately, after 
the training described above the network may have learned to 
classify some difficult noise vector at the expense of property 
classifying a noise-free vector. Therefore the network is again 
trained on just ideal vectors. This ensures that the network re-
sponds perfectly when presented with an ideal digit.  
 
Experimental Result: 
The devnagri 100 numerals from different persons were taken, ten 
for each class. The numerals were trained with and without noise 
for a maximum of 5000 epochs. The graphical user interface of 
the experimental work is shown in “Fig. (10)”. The Table 1 shows 
the percentage of the recognition result for all the 100 devnagri 
numerals. 

 
 
 
 
 
 
 
 
 
 

Fig. 10- Graphical User Interface for Numeral recognition 
 

Table 1- Shows recognition accuracy 

Conclusion 
In this work the Devnagri data acquired from the different persons 
were trained for several times on various input vectors. Training a 
network on different sets of noisy vector forced the network to 
learn how to deal with noise. This technique gives 100% result if it 
is trained for 5000 epoch. 
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Applied Dev-
nagri Numerals 
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