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Abstract: Prediction of leaf disease and soil property helps farmers improve coglugiion quality through
maintaining the soil property and taking proper actions for leaf disease. Various techniques have been developed to
predict leaf disease and soil properties. Support Vector Machine (SVM) is one of the machine learning techniques
that was used to predict leaf disease and soil properties. To predict the leaf disease and soil property, SVM processed
the extracted features from leaf images and soil images. Deep learning can be used for prediction, which has the
advantage of machine ledng is that one does not need to be concerned about domain knowledge as no feature
engineering is required in this, unlike SMbAsed prediction. In addition to this, SMb&sed prediction is not very
effective for handling multiple inputs. A Convolutiorfdeural Network (CNN) is a deep learner which was applied

for the prediction of leaf disease and soil property. Even though this method has better performance, the information
from leaf and soil images is mixed together, which may affect the predictioraagci$o, in this paper, a Multi

channel CNN (MCNN) method is introduced in which individual channels are used for leaf and soil images. In
MCNN, the feature learning using MCNN for leaf images is kept distinct from the soil image to avoid data fusion
between the leaf and soil images. The features related to leaf and soil images are paired and transferred over the
corresponding channels for the prediction of leaf disease and soil property. After the prediction of leaf disease and
soil property, the correlmn between leaf disease and soil property is identified using the Pearson correlation
coefficient and it is sent to the farmers using mobile phones to improve their crop production. Finally, these methods
are validated by using different leaf infectiomdasoil images for 3 types of crops. The experimental results show

that the MCNN method achieves an average accuracy of 87.77% for leaf disease prediction and 90.38% for soil
property prediction compared to the classical methods
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visual inspectionsby experts. However, it is
1. Introduction normally timeconsuming and highly expensive. In
this era of technology and automation, it is not a
yery efficient approach. It would be much better if
an automated system was used to predict the leaf

In cultivation, plants' leaves are essential for
obtaining data regarding the nature and quantity o
horizontal yield. Various aspects influence the

) o . ; disease automatically [4].
production of crops, such as soil infertility, climate :
An automated system depending on SVM was
change and the presence of weeds. In contrast, leaf

disease is a global hazard and a cause of financia eveloped for predicting the leaf disease with the

: consideration of different soil properties.
damage for the development of many agricultural o o
- . Initially, leaf and soil images were captured and
products. Precision farming fi] makes use of

cuttincedae  technologies . to  ootimize  cro sent to the server using InterstThings (IoT)
geag 9 P b techniques. The texte features and contcbased

production decisions making can be achieved byshape descriptors were extracted from the leaf
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images. Also, the color histogranmased features Patterns (LBPs) were applied to the collected images.
were extracted from soil images. These featuresThe extracted features were trained and tested in one
were used by SVM for plant leaf disease prediction.classifier for leaf disease detection. However, the
Deep learning is used for farasting plant leaf symptoms in some cases were detected as outliers
disease. The benefit of deep learning over machinéor other diseases concerning the same crop.
learning is that one does not need to be concerneGeetharamani & Pandian [7] used Principal
about domain knowledge as no feature engineeringcomponent Analysis (PCA) and deep CNN for the
is required in this, unlike in SVNdased leaf disease identification of plant leaf diseases. Some fine
prediction. Also, SVMbased leaflisease prediction tuning techniques will be used to enhance the
is not very effective for handling multiple inputs. accuracy of this model.

CNN is a deep learning technique that was used Jiang et h [8] developed a model relying on
for leaf disease prediction. Taking leaf and soil Improved CNN(ICNN) for recognizing apple leaf
images as input, CNN processes the input onnfections. However, it is difficult when the infected
convolutional, pooling and fully connectéayers to  region engages only a small segment of the image.
predict the leaf disease. In CNddised leaf disease Sorte et al. [9] proposed a coffee leaf infection
prediction, the information from soil and leaf images detection method depending on the deep learner and
are mixed, which may affect the prediction accuracy.texture features. More texture features like spectral
So, in this paper, an MCNN is introduced wherefeatures need to be extracted and enhanced to
separate channels are used for leaf switlimages enhance the performance of this recognition method.
using the concept that the primary attribute training  Saleem eal. [10] designed three different deep
using CNN for leaf image is being preserved learner metarchitectures such as Regibased
regarding soil image to avoid the primary dataFully Convolutional Networks (RFCN), Single Shot
fusion amid leaf and soil image. Hence, the featuresnulti-box Detector (SSD) and Faster Reghmsed
corresponding to each leaf and soil images ar&cCNN (RCNN) were explored through the
paired accordingly and transferred over theTensorFlow object detection frawork for
corresponding channels for leaf disease prediction. ltdentifying diseases in plant species. However, it
also guarantees optimum generalizability andneeds further improvement in terms of mean average
identifies the complex information in leaf and soil precision.
images for better prediction of leaf diseases and Nigam et al. [11] developed a new idea for the
identification of correlations between leaf diseaserecognition and classification of paddy leaf diseases.
and soil properties. First, different paddy leavesene collected as digital

The remaining part of this article is structured asimages and then the RGB model was transformed
follows: Section 2 is an examination of the researchinto a Hue, Saturation, Value (HSV) model to resize
related to the prediction of leaf disease. Section 3he image by applying -kneans clustering with
explains the MCNN for leaf diseageediction and image segmentation. The particular features in the
Section 4 demonstrates its efficiency. Section 5transformed model were extractedusing PCA and

summarizes the paper with future scope. these features were used in the Bacterial Foraging
OptimizationDeep Neural Network (BFDNN)
2. Literature survey classifier for paddy leaf disease recognition and

classification. However, the recognition time was
high andDNN wascomputationally expensive while
increasing th@etworkdepth

Sethyet al. [12] proposed a technique based on

Dhingra et al. [5] proposed a computer vision
based neutrosophic method to identify leaf infection.
Initially, the collected image vsasegmented based

gir]lfe];léﬁé telzglg;:s ar;gl é?einfe%mgrtzg d rf[arglr?sniti(\)l\rl%sldeep CNN for the identification of rice leaf disease.

\S_Proper, Improp . The deep features in the collected images were

areas. According to these areas, novel attribute : ;

, g extracted by using deep CNN architectures and the

subsets were evaluated for identifying the leaf as g df . : ¢

ft or infected leaf. However the sef of extracted features were given as input to SVM for
membershi functibn in fuz’z o icem reatl identification of rice leaf disease. A more fihened

! P y lodic greaty NN model will be used in the future with the

influences the performance of leaf disease .
expectation of better performance. Sun et al. [13]

|der|§g|rc1:glzci)nét al. [6] proposed an automatic Ieafused the CNN technique for the detection of
' brop northern maize leaf blight in a complex field

disease detection technique by using an image nvironment. Because of s convolution, this

feature analysis technique and one class of . ) .
e 8 X echnique returned lower semantics and more noise,
classifies. For feature extraction, Local Binary

which affected the performance of the detection of
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Test Data

Prediction of leaf diseassg

Leaf images

Noiseremoval > MCNN

Soil images

Prediction of soil property

Figure.1 MCNN-based leaf disease prediction and soil property prediction

northern maize leaf blight. caused by contaminated sdilormally, the collected
images are corrupted by different types of noises. So,
3. Proposed methodology it is needed to remove the noise from the images for

This part describes the MCNbhsed leaf better prediction.

disease prediction indetail. Initially, plant leaf 3 2 Ngiseremoval

images, as well as soil images, are collected by

using a digital camera. The captured images are An image (leaf or soil image) is assumed as a
transmitted through either a wired or wirelesslattice pattern of 2D cell automata wheredvery
network to an image processing unit for furthercell @ho relates to the image pixetdo and
processing. After the collectionf deaf and soil  probable conditions of the cells are the certain color
images, a noise removal technique is applied to th&alue of that pixel. Every cell communicates with its
collected images for the pprocessing process. The adjacent pixels and changes its condition the
pre-processed image is given as input to the MCNN,switch factor. Assume’O 6 KO0 B RO 0 is the
which allows leaf and soil images to transfer via two collection of¢ pixels that are measured in a Moore
dissimilar channels to optirézthe attribute training vicinity of the pixel at tima. The Moore vicinity of
and offer the forecasting possibilities through distance is represented as:

aggregating the attribute maps of the two channels.

Based on the probability value, the correlation {§ ¢ Fo ofod ws 1D ws i

between diseased leaves and soil properties is 1)
predicted. Fig. 1 shows the blockagram of the
MCNN-based leaf disease prediction method. In Eq. )  represents neighbor of pixel and x,y

represent pixel of the imag&he order statistics
result is given by ordering these values in increasing
order of their intensity and denoted as
{O 0O 6B HO 0 . The centered pixel alters
its values athetime 0 pis given as:

3.1 Data collection

First, the soil images and their related leaf
disease images are collected for three differen
plants, like cotton, pineapple and strawberry. The
considered types of soil images are ewetering .
and high nitrogen soil, contaminated soil, damp soil,  p B ‘0oh
high humidity soil, warm overlay moist soil and T ™ )
warm heated soil. Among these types, overwatering
and highnitrogen soil cause mealybugs on plant |y Eq. (2), n representsie number of neighbor
leaves. The warm heated soil causes spider mitgjye|s and| representsthe scaling factor. The
disease and the warm overlay moist soil causegnaximum and minimum intensity values are
Rhizoctonia disease.The cylindrocladium leaf  ejiminated and the average of remaining pixel
disease is caused by the high humidity soil angnensity values is calculated. Also, the quality of
thielaviopsis disease (black root rot) is caused by thggj| and leaf image is improved by usirthe
damp soil at a temperature of -B5°F. Also,  pistogram equalization technique which eliminates
ralstonia solancearum (bacterial wilt) leaf disease ishe hackground infanation, redundant and hidden
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details. This adapted filtering for the convolution layers in
_ _ o the several channels is regulated with respect to the
3.3Plant leafdisease andwil property prediction  jnput shape of the image matrix. The best profile for

. .. the filtering is selected b
After the noise removal from leaf and soil 9 y

images, it is given as input to MCNN for plant leaf o L .

disease and soil property prediction. The model Qap 1 €0e0 ® ¢ ®3)

architecture for the MCNN is shown in Fig. Bhe

MCNN architecture has two input channels for leaf  In Eq. (3),cdenotes the number of leaf or soil

and soil imags, respectively. The features images used for trainingefp denotes the profile

corresponding to each leaf and soil image are pairedf the filtering, i ¢ 6 €JQdenotes the round

accordingly and transmitted over the correspondingunction and represents the modulo functidgq.

channels. (3) takes the leaf or soil image used for training as
The convolution layer is the most unique part of input and this image undergoes the addition of a

CNN that is applied to traverse over the imageround factor ovetand a modulo factor ovea It

matrix for generating an ultimate attribute matrix of

spatiallyoriented attributes by adapted filtering.

Input_Leaf image Input_Soil image
1stconvoluton layer filter: | ¢ v ‘ p * ~
128 ConvlD ConvlD
2" convolution layer filter: | ( ) ( )
64 Convl1D ConvlD

1stflattening layer

1stdropout layer

Dropout Dropout
\4 A
1stdense layer units: 64 Dense Dense
A
2" dropout layer Dropout Dropout
v ‘
2" dense layer units: 32 Dense Dense
I |
v
Concatenate
v
Fully connected layer
a + N
Dense_12 (Output layer)

Figure.2 MCNN architecture for plant leaf disease prediction and soil property prediction
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offers the profile of the adapted filtering. HereD1 between two different channels is needed.
convolution is used so the profile of the filter is in The following layer is the concatenation layer,
the formatof Gfp . the successive layer is the fully connected layer with
The attribute maps from the primary convolution 32 units. It is used to fetchthe combined
layer are transmitted to the™2convolution layer correlations among the aggregated attribute matrices
with  no subsampling proces With the from several channels. It gives the complicated
consideration ofthe large spatial density of the attributes, correlations and structures amid the
image which is learned on the CNN structure, it isaggregated attribute matrices which help us predict
stated thata subsampling process like pooling leaf disease and soil property. The lager (output)
among successive CNN layers reduces theconsists of 6 units for 6 different leaf diseases and
computational cost for prediction. However, the their related soil properties. The last dense layer
utilization of subsampling for the image whose gives the forecasting chance of every image for 6
statistical importance is highly vital compared to the different labels.
spatial configuration possesses data failure. In the After the prediction of leaf disease and its
prediction of plant leaf disease and soil property, related soil propertya loss function is applied for
spatial arrangement information is more important.estimating the variability amid the estimated
So, in the MCNN architecture, the stdampling  outcome w and the underlying rangeo . In this
process has been avoided. model, a softmax loss i.ethe crossentropy loss
The feature matrix which is generatedthg 2" function is used which compares each predicted
convolution layer is given as input tbe flattening  class value to the original class value for calculating
layer. It transforms the attribute matrix from a 2D the score. Then, this is considered for penalizing the
matrix to a 1D array as the folking phases prediction chance depending on the variance from
encompass the dense layers. The data must be the original value. So, the ffmax loss is defined by
onedimensional format when the set of imadse
fed to the dense layer. _ o Doty -B B D wpaé &y (4
The outcome of the flattening layer is given as
input to the dropout layer, which is typically applied
to execute th@ormalization and support the MCNN .
to prevent overfitting. It enables MCNN to extract samples range betweg:n .1 andnql Fhe labels vary
highly complicated and strong feature correIationsbe"twe_en 1 and. Also, G |s,the. original cl.as.s value
from leaf and soil images by reducing the number ofat’Q image ofQ type andty, is the prediction for
neurons from the perceptible and hidden layers fothe images a¥) image. Thus, the soil property
performing highy randomized attribute training. related to plant leaf diseases is effectively predicted
The sixth layer in the MCNN structure is a densefor different types of plants.
layer which is a fully connected layer with 64 o
neurons. It performed a linear function on the 3-4Communication phase
attribute matrix which is created by the convolution
layer. In addition to thisas the convolution layer

In Eq. @), the dual sum is applied @ image

The communication phase is used to maintain

i . . . the soil property and prevent leaf disease by
e e SOt L otiing the eal scases based on the so
g ’ categories through mobile phones to the cultivators.

dense layer is performed as a global layer in whic o. it enhances the cr ield by maintaining the
fg Py é%e P "

every | ayerds node cont [ I eS N -
other node in thesubsequent layers. Hence, the Sof P oBernSs andabr%v nting feaf diseas

dense layer in MCNN establishes a global4
correlation among the attributes and also considers”
the abstraction of highly complicated structures in  In this section, the performance of both leaf
the leaf and soil images. disease prediction and soil property prediction is
The ninth layer in the MCNN is the evaluated for existing and proposed methods with
concatenation layerwhich combines the attribute different evaluation metrics. In this experiment,
matrices from every channel. Based on multipledifferent soil images and their related leaf dsse=a
features from leaf and soil images, attribute matricedor cotton, pineapple and strawberry plants are
are aggregated to predict leaf disease and soitollected(described in Section 3.1The results of
property. Hence, for achieving a better prediction of MCNN-based leaf disease prediction ammpared
leaf disease and sgitoperties based on leaf and soil with the SVM CNN, fuzzy logic [5], ICNN [8] and
images, the aggregation of attribute matricesRFCN [10] methods. The results of MCNbased
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soil property prediction are compared with the sample leaf images for each type of diseaseFagnd
Logistic Regression (LR), LineaBVM (LSVM), 4 displays the gaple soil images for different
Gaussian SVM (GSVM]14] and Extreme Learning categories

Machine (ELM) [B] methods.Fig. 3 displays the
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Bacterial flight

Cylindrocladium

Mealy bugs

Ralstonia solancearun

Rhizoctonia

Spider mites

Thielaviopsis

Cylindrocladium
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Figure.3 Sampldeafimages fon/arioustyps ofdiseases
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Figure.4 Samplesoil images

4.1 Accuracy 90 1
88 -
Accuracy is defined as the ratio of true positives < 86 1
and true negatives to the sum amountlbfresults =84 - ® Fuzzy logic
examined. It is measured as: @ 82 -
S 80 = SVM
YO Y0 8 o = CNN
0 & By <78
Yo YO "Ou "Ou 76 - = |CNN
74 -
Fig. 5 shows the accuracy of different =RFCN
classification methods for leaf disease prediction. = MCNN

The accuracy of MCNN for cotton leaf disease
prediction is 8.59%, 6.17%, 3.61%, 2.99% and 2.38
greater than the fuzzy logic, SVM, CNN, ICNN and Types of plants

RFCN methods. Hence, it is proved that the

proposed MCNN based leaf disease prediction has Figure.5 Comparison ofccuracy for leaf disease
high accuracy than all other classification methods prediction

for leaf disease prediction.
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