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ABSTRACT

Machine Translation (MT) is a branch of Natural lgarage Processing (NLP). Machine translation indysties
to achieve translation excellence. Many translagicsystems were developed by various agenciesmglisB-Indian
language translations. The linguistic features ofjish and Indian languages are the main hindrangkich affects the
quality of various MT systems. The on-line MT pilevs like Google translator, Bing translator and Qieveloped their
system by using the techniques like Statistical NEyral MT, and other modern methods. It had begserved that the
output of all these systems is not up to the maiksimply because of the linguistic phenomehth® natural languages.
Here we discuss the linguistic problems relatethtranslation of the English causative sentem¢ée Malayalam. Then
we proposed a Rule-based system to handle the tbaisantence in both languages. Malayalam is &liziggglutinative
and morphologically rich language these linguistigecialties of Malayalam determine the quality tfkénds of MT
systems. Moreover, the scarcity of Malayalam resesirand lack of perfect NLP tools are the main adiss for the

development of English—Malayalam, and Malayalaratter Indian language MT systems.

KEYWORDS: Natural Language Processing, Rule-Based MachinaenJledion System, Google NMT, Causative Verbs,

Word Order Identification, Word Reordering, Impanat/interpersonal Causative Verb Identification
INTRODUCTION

A multi-lingual country like the Republic of Indiaeeds MT systems for knowledge transfer from Ehglis
Indian languages and from Indian languages to midiaguages. Malayalam is one of the major langsiagéndia, which
belongs to the Dravidian language family. It is tifficial language of Kerala. English also usedhglevith Malayalam for
the official correspondence. Officially both Maldsgw and English are used in the same stratum aepteThe people of
Kerala use both English and Malayalam in their ttday life. Google translator provides translation various Indian
languages from English. But the Google translasonat free from flaws. This paper tries to find htavhandle the
translation of English causative sentence into Mekm. It is the primary work on the translationaofausative sentence
in English to Malayalam MT aspect. Google trarslaises the most modern techniques for their oMiiiesystems. But
we can find a large number of linguistic misprimgheir output. We are proposing a rule-based otkfor the handling

of the English causatives in the context of EngisMalayalam MT system.

I mpact Factor(JCC): 3.8624 - Thisarticle can be downloaded from www.impactjournals.us




[ 22 Bijimol TK, John T. Abraham & Jyothi Ratnam D |

Google NMT

Neural machine translation (NMT) is an approachazhine translation that uses a large artificialraknetwork
[2]. It requires less memory space compared tatiomel statistical machine translation (SMT) madeAll parts of the
NT model are trained end-to-end to optimize tratish quality and performance. NMT systems facedifiéculty with

rare words and it is computationally expensive hintinaining and in translation inference.

Google Neural Machine Translation System (GNMTShésed a neural machine translation (NMT) system
developed by Google. It uses an artificial neuetiwork to increase fluency and accuracy. GNMT wesesmple-based
(EBMT) machine translation method to improves thlify of translation [1]. This system learns abthé translation

from millions of examples.
The Causatives in English and Malayalam

A sentence is a set of words which are groupedtitegéo mean something. It is the basic unit ohdaaguage
and it expresses a complete thought. A completeesea contains at least a subject and main vededtare a complete
thought [11]. The main verb is the main part of $katence which shows what the subject is doirgjgitals an action or a
state of being or an occurrence. The main verbddscihe syntax and semantics of a specific typeseoitence.
Syntactically verbs are divided into three classbg&ch are transitive verbs, intransitive verbs, ditdansitive verbs and

semantically verbs are divided into three categoribich are action verbs, process verbs and stabes §12].

A transitive verb requires transferring its actimnsomeone or something. It has two properties thrdfirst
property is, as an action verb it expresses thsilplesactivities like paint, write, eat, kick e@nd second, as a direct
object, it receives the action of the verb [12]vétb that does not take a direct object is theirditive verb. There is no
word in such a sentence to tell who or what reakthe action. Intransitive verb follows a word dwg@se which answer
the question ‘how'. There are two characteristiwdntransitive verb [13]. First, it is an actionrlzewhich shows the
activity like the lie, die, arrive, sit etc. Secdndt has no direct object which receives the @ttiThe third category of the
verb is a ditransitive verb which takes a subject &vo objects. Theme and recipient are represdnteétese two objects.

They may be called as direct or primary and indicgsecondary object.

A pattern of the verb phrase (VP) in a sentencevstsmme language-specific features and the caessgivtences
are one among them. Causation represents the p#re semantics of the verb. The language reladadufes of the
causative sentences differ from language to langu@gusation is a natural phenomenon. In a caessgintence, the real
subject of the sentence caused someone else tondetting or being in a certain condition insteadioing byhimself
[14]. In other words, one name entity (NP1) mal@seabody else do something or cause another nantiég (&P2) to be
in a certain state. The way of expression of causataries from one language to another. Most efltidian languages
like Malayalam, Tamil, Urdu, Hindi etc. show morpbgical causation. English shows morphological,idak and
analytical causation. The causative verbs refea wausative situation. There are two componentgtwbombine the
causative situation that are; i) the causing sitnabr the antecedent and ii) the caused situatiaie consequent. Verbs
which necessitate or at least imply the presenctrele nominals, namely, an Initiator, an Actorparformer, and an
Object (patient), may be labeled Causative verlais@tive verbs always imply an Actor as well adratiator of the

action performed by the Actor [13].
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The causative sentence construction of English Mathyalam is totally different. In English for mal of
causatives simply use the auxiliary verbs like &latmake’, ‘get’ etc., but in Malayalam, the maiarb shows inflections.
Other Indian languages like Hindi Malayalam verioaghows two different casual forms named asdastial and second
causals. These two causals have two distinct foRosthe making of causative verbs in Malayalamsative suffixes —
(@), ‘ppi'(kﬂ), and ‘ththu’'(0r0))) are added to the end of the main verb accordintpe ending vowel of the main

verb[15]. Mainly three types of verb ending arerfdun Malayalam they are:

Verb end with ‘a’ the suffix ‘i’ is added with it.
Example:paRaya(lO®@)->transitiveForm paRayunnu{ 1O M)+ <> paRayippikkunnu

(O 186)mM))

Verb ends with ‘ka’ the suffix ‘ppi’ is added with it
Example: eTukka{()Syd®)>transitive form> eTukkunnu &()Sy86))M)) + ‘ppi’ ->eTuppikkunnu

(B2 1092m))

Verbs end with ‘la’, ‘L', ‘zha’,’ra’ the suffix is ‘ththu’ added at the verb end

Example: para 1) -> transitive verb form-> parakkunnu 410&60M)) > ‘ththu'-> (IO

parathunnu).

Like other transitive verbs all Malayalam causatreebs shows tens inflections also [10].
Example as like ‘cheyyippicchu’  e(21@{la[121y), ‘cheyyippikkunnu’e_21Qf1a_{1:)my)
‘cheyyippikkum’(@mgﬂ«&'kﬁ@go) in past-present-future correspondingly.

Example: Malayalam Source Text:

GRWIDCRWIBOS &MIYFAM OO BRQE)QaloM 18 0d 6.1 ln {1660

(ayaal ayaaluTe kampyuuttarinte attakuttapaNikagygippikkum)
English Target Text: He will have his computer riegad
The ending suffix ‘um’ indicate the future tensetteé main verb ‘repair’
The Linguistic Problems Found in the Google transltor
English Source text: He will have his computer regzh
Google Translation

GRWIROS dhMl|ISB CRQEQa M 180D 6.21Q 0

(Ayalude computer attakuttapanikal cheyyum)

Malayalam target texteR@I0d GR@IG)OS &M{SO MO0 BRQ ARl 180d 6.21Qfla{loeyo
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(ayaalL ayaalLuTe Computerinte attakuttapanikal ciéyyn)

The word-order and tense reorganization of Goagleslator are correct but the system failed togaze the
causative sense of the English auxiliary verb ‘Hge¢/make’. We checked the same system with mioae 1150 English
causative sentences; the Google translator diddeatify the causal sense of the auxiliary verbvéigget/make’ in any of

the given sentences.
Proposed System

Itis a rule-based system and a set of rules aé tisimplement the translation job. Past, Preaedtfuture tense
forms of sentences are handled here. The proposgens works in two stages the preprocessing antigrosessing
stages. In the time of preprocessing state thet isgnitences were passed through the series ofogesgsing stages such as
tokenization, POS tagging, causative verb idemtifon, then it transformed source language linguishits in to target
language linguistic units, in the post-processitags the system translate all the linguistic uaitd arrange the translated

units according to the word-order of the targeglzage. Figure 1 shows the system architecture.

English Input Sentence

y

Tokenization

v

POS Tagging

¥

Caunsative Verb Identification and
Processing

v

English- Malavalam Translation [* Dictionary Lookup

y

Suffix Addition

v

Word Feordering and Malavalam
Sentence Generation

v

Malayalam Output

Suffix Fules Lookup

I 3

Figure 1: Proposed System Architecture
Tokenization & POS Tagging

It is the basic process in NLP. In tokenizatiore thput sentence is divided into a part of speetts|il]. Then

tags are attached to the part of speech units.nizdkidon and POS tagging are done by NLTK module.
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Impersonal/Interpersonal Causative Verb Identification

In this module, the proposed system identify theseeand type of causative sentences with helples.r&igure 2
shows the flowchart for the working of Malayalan@inpersonal/impersonal causative sentence. Iitisjylstem identifies
the position of ‘have/get/make’. Then it checks Hemtence is in the form of sub+ has/get/make #at&/inanimate
object + causative main verb, and select Malayalatncausative sentence and tense form if the semtenmpersonal.

Otherwise select 2nd causative form. Instructionthé flowchart are executed based on the rulesngiv section 3.

Identify the Position of

‘have/get/make’

If sub+
‘have/get/make+
animate/inanimate
object + main verb

If sentence is
Impersonal
causative

Select the Malavalam
Impersonal Casual
Werb and sentence

Ignore Select Malayalam Pattern According to
Interpersonal Casual Tense
Verb and Sentence
Pattern According to l
Tense

l

Figure 2: Flowchart for Malayalam Impersonal and Interpersonal Causative Sentence

Dictionary lookup

It is required to keep a dictionary for storing rewrds and with various inflectional forms of catige verbs of
Malayalam and the main verbs and its various témses of English verbs and different forms of caiv&a'have’. In this
stage, the system checks into the dictionary ofsthéce and target language and if the verb idablej the process is

going into the next step.
Suffix Addition or Morphological Generator

This is a suffix addition step, a list of wordsEmglish is translated as Malayalam words for therm input
sentence. While its Malayalam output is generdbtedsuffix need to be added with a noun. Sandhsrate required for

generating this suffix. For example, Raman is tleedaends with ‘in'@)ad). As per sandhi rules all the words end with

in’ (@) are attached with suffix ‘e3(])) and ‘raman’+'e’ @2200+a(j)) become Ramar@OQ6M).
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Word Reordering Malayalam Sentence Generation

In this module, the system re-arrange the transddrfimguistic units according to the word-ordertgat of the
Malayalam text with the help of rules. Malayalannt®ace Generation is the final step in the propasestem. A list of

Malayalam words in prescribed order are combinetigat the translation output.

Experiment and Result

Implementation of the proposed system is in Pythary.6 whichis an interpreted, object-oriented
programming language [3]. Morphological processiagdone by Rule-Based Machine translation methadnggial
English Malayalam dictionary is used for finding tttanslation of root words and causative formsTKltool kit is used
to implement tokenization and POS tagging. Figush®ws the working method of the proposed systangu example

sentence.

John will have his house painted.
3
[“lohn”,  [“will”, “have"], [“his”, “house”], “painted”]

SUB Future Tense OBl VBD
Causative Form

[l’n’JOhan [“’his”r n’n’househ']f n’l’paintH]
SUB OBJ VBDin root form
v
[“Gm=oam™, [ “@rcum a0, <l “210@o @S In{ld#6)07)
I
SUB OBJ VBD (Cau sative Futrue Tense Form)

¢zoem @rcumen IS 2o @S la]1660

Figure 3: Working of the Proposed System Using anxample Sentence

Sample Output

The proposed system is compared with Google Tramsl@able.1 shows the output generated by bothg{&oo
Translate and the newly developed rule-based systeshows the difference in the output of bothteyss. The proposed
newly developed rule-based system performs béttar the Google translator. English-Malayalam pefrakntences (100)
were utilized to train the system and same sowngesces gave as the input of Google translatocangared the output
of both systems. The Google translator translatetha main verb in their transitive form only iteans that Google
translator failed to identify the causative senkthe auxiliary-verb ‘have’/get/make’ in the sourgeglish sentence. For
testing, we included the impersonal and interpeak@ausative sentences. The system gave qualifpubfor simple

sentences with nearly an accuracy of 93%. In th@ext of long sentences, our system failed to reizegthe exact
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sentence patterns of the source and target language

Table 1: Sample Output of Google Translator and Prposed System

Input (English)

Google Translate Output
(Malayalam)

System Output (Malayalam)

John will have his house painte

0625 86);0.

CWIAOMIMOMOOERMoM |

e¢RI6M @ROUM O
IS a1d0Wo @S o {1660

He has his car washed

BRWIGOS HIO) HYYd WO

@ROLM @ROUMBOO &I
HP)B 12y

He made him weep

@RUM @RAIeM &H (0 61010))

GROIM @GRAUOM HOW12))

| am going to have my task don

) meo exoail
ad&(bm’]womacﬁ) MmO
Galddh)M

a00M o)Me0 e2ai]
a RO 1@ 86) 10 {16600
D Galddh)m)

Conclusion and Future Work

In this paper, we are proposing a rule-based apprém English-Malayalam machine translation systemich
translates the causative form of sentences fronligntp Malayalam. The proposed system utilizedliagual dictionary
for equivalent Malayalam words. Our studies reviblat this proposed system performs better than efhiaBoogle
translator for the translation of causative sergendt had been observed that sometimes our sydigmot correctly
identify the correct POS information, this affebetquality of the translation. This proposed systemnable to handle
other sentences patterns like complex and longreas. The proposed system gives quality outpusifople sentences.
In the future it can be extended to complex and keentences.
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