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Abstract: One strategy for enhancing the promotion of marketing content involves the incorporation of gamification 

techniques. Existing research that examines the utilization of gamification through the classification approach often 

overlooks the issue of class imbalance within the dataset. Class imbalance occurs when the number of instances in the 

minority class differs significantly from those in the dominant class. This discrepancy can cause the classification 

method to perform worse because most classifiers work best when the class distribution in the dataset is balanced. 

Multiple studies underscore the significance of addressing class imbalances as a pivotal step toward enhancing the 

performance of classification algorithms. This study aims to demonstrate the impact of the data imbalance challenge 

and to identify the superior resampling method for integration into the machine learning process. The dataset employed 

pertains to users of a mobile banking application in Indonesia and encompasses variables such as gamification elements, 

demographic information, psychological factors, and customer engagement metrics. The chosen resampling technique 

for this study is SMOTE-Tomek. The various classification methods utilized include linear regression, K-NN, CART, 

random forest, SVM, stacking ensemble, and XGBoost. Among these methods, the SMOTE-Tomek resampling 

approach proves most effective when combined with the stacking ensemble classification. This combination yields a 

remarkable accuracy rate of 98.7% during 10-fold cross-validation, along with an impressive geometric mean score of 

0.99. The thorough evaluation findings demonstrated that the approach presented in this study has a promising practical 

applicability and effectively identifies unbalanced elementary games. 

Keywords: Elemen game, Classification, Handling imbalance class.  

 

 

1. Introduction 

In the realm of financial services, where customer 

engagement plays a crucial role in driving 

profitability, the significance of customer 

relationship management (CRM) is particularly 

pronounced. This holds especially true for the 

banking sector [1]. Enhancing customer satisfaction 

within the realm of mobile banking (m-banking) has 

consistently attributed great significance to customer 

relationship management (CRM). Just as in other 

facets of marketing, CRM remains in a state of 

constant evolution and refinement. Furthermore, the 

extensive adoption of mobile banking among internet 

users has spurred the integration of a customer 

relationship management system into electronic 

banking, facilitating the incorporation of m-banking 

[2]. The introduction of mobile banking has changed 

the way individuals relate to each other, driving 

businesses and banks to launch their own mobile 

banking websites to communicate and interact with 

their clients directly [3]. An effective method for 

enhancing promotional efforts within content 

marketing involves the utilization of gamification. 

Gamification entails the application of principles and 

designs from the gaming world to the educational or 

training context, with the primary goal of infusing it 

with greater intrigue and amusement for participants. 

This, in turn, leads to heightened user engagement [4]. 
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In recent years, the popularity of gamification for 

systems and services has grown significantly, as can 

be seen with the increasing number of gamification 

systems [5]. It is estimated that investment in the 

gamification system will increase dramatically and 

reach USD 17.76 billion during 2019–2023 [6]. 

However, even though many efforts have been made 

in the field of gamification, knowledge about the 

process of motivating and involving people in 

gamification systems is still not fully understood [5]. 

Additionally, gamification is used as a means to 

educate employees across all types of industries, 

create customer engagement for brands and 

businesses, and encourage people to change their 

behavior. [7]. In Hamari's (2013) interpretation, 

gamification is characterized as the integration of 

gaming mechanisms into alternative contexts or 

pursuits, all in an effort to amplify their allure and 

enhance customer retention capabilities [8]. Huotari 

and Hamari (2017) posit that the state of play 

constitutes a distinctive experiential state shaped by 

individual perception and guided by inherent 

motivation  [9]. Motivation involving an individual's 

actions or endeavors driven by internal incentives. 

This inclination originates from sentiments of 

accomplishment, contentment, self-governance, 

proficiency, and interconnectedness [10]. This study 

explores the correlation between intrinsic motivation 

and the components of the system, encompassing an 

array of tools that, when appropriately harnessed, 

yield substantial (aesthetic) reactions from 

participants. The system incorporates seven primary 

elements: points, levels, leaderboards, badges, 

onboarding, and engagement loops [11].  

Gamification can be applied to solve problems 

following the banking sector. Banking is a prominent 

field for empirical and methodological research using 

AI methodology [12]. Prior empirical banking 

research has primarily focused on factors influencing 

decision making [13]. In a machine learning approach 

each participant engages in game- or non-game-

based tasks with significant classification accuracy 

[14]. Furthermore, the convergence of gamification 

and machine learning manifests through various 

avenues within both academic and industrial contexts. 

Numerous endeavors have been undertaken to 

harness game design components for the 

enhancement of machine learning workflows. One 

notable example is the application of gamification 

principles to the data labeling procedure, 

incorporating game elements to amplify user 

engagement and participation in the process [15]. 

Subsequently, progressions in machine learning 

(ML) methodologies and their capacity to amplify the 

capabilities of other technologies, the amalgamation 

of ML and gamification [16].  

Furthermore, the convergence of gamification 

and machine learning presents multifaceted 

interactions within academic and industrial realms. 

Numerous endeavors have aimed to harness elements 

of game design to enhance the efficiency of machine 

learning procedures. An illustrative instance of this is 

the integration of gamification principles into the data 

labeling process, strategically incorporating gaming 

elements to enhance user engagement and their active 

involvement in the process [15]. Next, advances in 

machine learning (ML) techniques and their potential 

to enhance other technologies, ML, and gamification 

combinations [16]. Class imbalance in gamification 

poses a major challenge to machine learning [17]. 

Class imbalance occurs when there exists a 

substantial disparity between the volume of instances 

in the minority class and the instances within the 

majority class. This incongruity can lead to 

suboptimal performance of the classification 

algorithm, as most algorithms tend to excel under 

conditions of relatively balanced class distribution 

within the dataset. Numerous conducted studies 

underscore the essentiality of addressing imbalanced 

class scenarios within datasets, highlighting it as a 

pivotal stride toward enhancing the effectiveness of 

classification algorithms.  

In recent years, many methods have been 

developed to improve the classification of 

unbalanced data. Estabrook & Japkowicz [18] have 

introduced innovative strategies involving the fusion 

of expert opinions or classifier-generated hybrid 

methodologies subsequent to the application of 

various degrees of over-sampling or under-sampling 

to the data. While this novel hybrid technique has 

demonstrated efficacy in addressing imbalanced 

datasets, it is important to acknowledge the presence 

of other challenges such as overfitting, potential data 

loss, and the intricacies associated with the resulting 

model's complexity. Bekkar et. Al. [19] present a 

comprehensive framework outlining strategies for 

managing intrusion detection systems (IDS), 

categorizing these strategies into five primary 

clusters: sampling techniques, ensemble learning, 

cost-sensitive learning, feature selection 

methodologies, and algorithmic adjustments. Dia & 

Garcia [20] conducted an examination of cutting-

edge technologies and contemporary evaluation 

metrics utilized to assess learning performance 

within the context of imbalanced learning scenarios. 

Bekkar et. Al. [19] assembled an all-encompassing 

survey of strategies for managing imbalanced 

datasets, focusing on the vantage point of data mining 

experts. Another facet that data scientists should 
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consider in tackling the challenge of imbalanced 

datasets pertains to assessment criteria [20-22]. 

Numerous investigations have been conducted 

concerning the issue of addressing imbalanced class 

distribution. Among the various studies, two distinct 

approaches have emerged: the data-level approach 

and the algorithmic-level approach. The data-level 

strategy is typically undertaken during the pre-

processing phase, involving alterations or 

rectifications to mitigate the class distribution bias 

inherent within the dataset [23]. In the data-level 

approach, a frequently employed technique involves 

the utilization of resampling and data synthesis 

methods. On the other hand, the algorithmic-level 

approach involves amalgamating multiple algorithms 

of a similar type into a cohesive unit. Subsequently, 

diverse scoring techniques, encompassing bagging, 

stacking, boosting, and voting, are employed for 

evaluation [24]. Numerous prior investigations 

propose addressing the challenge of class imbalance 

through a data-level strategy. In this approach, the 

class distribution within the dataset can be adjusted 

to a more balanced state by either augmenting or 

reducing the number of instances belonging to 

specific classes. 

Below is a compilation of research endeavors 

focused on addressing class imbalances, with some of 

these studies proposing a data-level approach as a 

resolution. Guo's research delved into the impact of 

handling unbalanced classes within datasets. Within 

this study, the synthetic minority oversampling 

technique (SMOTE) was implemented to rectify 

class imbalances. The outcomes of the tests revealed 

that the application of SMOTE led to an enhancement 

in the performance of the utilized classification 

algorithm [25]. Oversampling techniques are 

frequently used to balance datasets [26]. An 

analogous approach has also been employed in 

studies conducted by [27-29], These three 

investigations employ the SMOTE oversampling 

technique to address class imbalances within their 

datasets. The outcomes of these studies uniformly 

assert that the utilization of SMOTE yields enhanced 

performance for the tested classification algorithms. 

Moreover, two additional studies opted for the under-

sampling technique as a means to mitigate class 

imbalance challenges within their datasets. 

SMOTE has demonstrated effectiveness in a 

number of applications and served as an inspiration 

for a number of strategies to address the issue of class 

imbalance [30, 31]. Nonetheless, in certain real-

world application settings (often involving 

challenging datasets), it could produce outcomes that 

fall short of potential or, in numerous instances, even 

work against the intended goals [32, 33]. In general, 

it has three drawbacks: First, it might exacerbate the 

over-generalization issue by oversampling noisy data, 

second, it might oversample uninformative samples, 

and third, it might increase class boundary overlaps. 

This is due to the fact that SMOTE oversamples 

every minority sample without restriction and does so 

blindly [33].  

The detection of lithology has been demonstrated 

to benefit from the use of SMOTE in conjunction 

with gradient boosting decision trees (GBDT) [34]. 

For fluid identification and lithology, DNN in 

conjunction with the MAHAKIL oversampling 

algorithm which is based on genetic inspiration and 

Mahalanobis distance has been utilized [35]. 

Nevertheless, it is important to remember that 

conventional oversampling methods may decrease 

the majority class's classification accuracy due to 

their susceptibility to noise points and border 

ambiguity [36, 34].  

In contrast, as it greatly affects the classifier's 

overall performance, balancing the data distribution 

is an essential component of classification. The issue 

of imbalanced data has been a subject of investigation 

in numerous previous research endeavors, where 

different hybrid sampling methods have been 

employed. Monte carlo mega-trend-diffusion 

(MCMTD), Hybrid approach operating at both the 

data and algorithmic levels (HybridDA), synthetic 

minority oversampling technique & reverse K-

nearest neighbours (SMOTE-RkNN), and combined 

synthetic oversampling & undersampling technique 

(CSMOUTE) are some of the techniques covered by 

these methods. In the case of the MCMTD technique, 

it utilizes the mega-trend diffusion and gaussian 

fuzzy strategies to generate fresh instances of the 

minority class and to oversample the data, 

respectively [37]. This approach is appropriate for 

handling imbalanced data and focuses on finding 

solutions to binary classification issues involving 

imbalanced data. It also creates virtual samples for 

the minority class[38]. 

According to reference, HybridDA is a method that 

combines the methods of SMOTE oversampling, 

random undersampling (RUS), and SVM 

optimisation through grid search [39]. This method 

effectively merges data-level strategies for sample 

generation and algorithm-level techniques for 

optimization. It is primarily designed to address the 

challenge of imbalanced data in binary class 

scenarios. In contrast, CSMOUTE involves the 

synthetic generation and elimination of instances 

from both the minority and majority classes, as 

detailed in reference [40]. By using both 

oversampling of the minority class and 

undersampling of the majority class, CSMOUTE 
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addresses imbalanced data in binary classification 

using numerical data types. As mentioned in 

reference [41], MC-CCR, on the other hand, adopts a 

unique strategy by first cleaning the data and then 

using oversampling methods. Though MC-CCR 

works well for numerical data types in imbalanced 

multi-class classification, its poor stability may 

render it less useful in real-world imbalanced data 

classification settings. 

When working with multi-class data, imbalanced 

data difficulties get more complex due to the 

numerous interactions between classes. Multi-

minorities or multi-majorities are involved in the 

multi-class classification problem. These 

relationships may be even more complicated in real 

life. In multi-class contexts, the difficulties arising 

from imbalanced data classification are compounded 

by the fact that the classification task becomes more 

complex with each new class. Because of the intra-

class complexity, binary techniques for imbalanced 

multi-class data have limits. Apart from dealing with 

unbalanced data, many kinds of data pose serious 

obstacles that also impact categorization 

effectiveness. Different approaches and obstacles 

may be necessary for numerical, picture, and text data, 

which may have an impact on classification 

performance [41, 42]. 

As an alternative option, a multitude of 

oversampling techniques rooted in the concept of 

SMOTE have emerged in recent times [43, 44]. One 

such method is SMOTE-Tomek links, a fusion of 

SMOTE as an oversampling technique and Tomek 

links as an undersampling strategy. The distinct 

advantage of SMOTE-Tomek links lies in its capacity 

to more efficiently rectify data imbalances compared 

to standalone SMOTE, consequently enhancing the 

accuracy of the minority class [45, 43]. Numerous 

preceding research endeavors have demonstrated the 

efficacy of the SMOTE-Tomek Links technique in 

the realm of classification [45, 46].  

In the investigation focused on DNA methylation 

classification [25], the application of the SMOTE-

Tomek links technique yielded performance metrics 

such as recall, precision, and F1 scores surpassing the 

90% threshold. Similarly, in the investigation 

conducted by [45] involving the identification of 

faults in electric rotary machines, commendable 

performance metrics exceeding 97% were attained.In 

the study undertaken by Chandra, the implementation 

of SMOTE-Tomek links demonstrated its capacity to 

enhance the efficiency of India's air quality prediction 

model. Put differently, the method proposed proved 

effective in addressing the challenges posed by 

missing values and class imbalance [47]. 

In the studies conducted by [48, 49] Tomek links 

(TL) were employed to address class imbalance 

issues within datasets. The outcomes of employing 

this under-sampling approach exhibited an 

enhancement in the geometric mean (gmean) value of 

the classification algorithm. Furthermore, evaluation 

metrics such as accuracy, area under the curve (AUC), 

true negative rate (TNR), and true positive rate (TPR) 

demonstrated an appreciable increase. Building upon 

prior research findings, this study intends to employ 

a hybrid approach of under-sampling and 

oversampling to effectively tackle the class 

imbalance challenge inherent in the dataset. The 

fundamental concept revolves around mitigating the 

perils of overfitting and potential loss of crucial 

dataset information. Hence, this study introduces a 

novel approach that combines the utilization of 

Tomek links (TL) [50] and synthetic minority over-

sampling technique (SMOTE)) [50] to address the 

challenge of class imbalance present in datasets, with 

a specific focus on datasets concerning users of 

mobile banking applications.  

This research offers three significant 

contributions. Primarily, the method introduced by 

the researcher stands as a potential solution to address 

class imbalance issues in the classification of game 

elements, particularly concerning the classification 

quandaries related to game elements within mobile 

banking applications. Secondly, the proposed method 

demonstrates an ability to elevate the performance 

metrics of the employed classification algorithm, as 

evidenced in this study. Lastly, this study holds the 

potential to serve as a foundational reference for 

future investigations pertaining to the mitigation of 

class imbalance complexities within datasets, 

particularly within the scope of data mining research, 

notably within the banking sector. 

2. Material and method 

A. MATERIAL 

This study conducted a survey among 451 active 

mobile banking users in various banks across 

Indonesia. The data was collected from users in 

yogyakarta, central java, and north sumatra. The 

survey encompassed a wide range of information, 

including demographics (gender, age, education, 

occupation), mobile banking usage (weekly 

frequency and hours spent online), customer 

engagement, and psychological factors (self-efficacy, 

accountability, belongingness). In addition, we 

assessed the impact of various game elements such as 

announcements, points, prizes, rankings, badges, 

scores, tasks, feedback, leaderboards, offers, timers, 
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Table 1. The dataset samples 

  Gender Education Occup

ation 

Point Reward 

Male 

Senior 

High 

School Student 5 3 

Female Master Private 5 3 

Female Bachelor Student 5 4 

Female Bachelor Student 5 4 

Male Bachelor Student 5 5 

Male Senior 

High 

School 

Student 

5 5 

 

 

levels, social interactive sharing, penalties, 

avatars, lotteries, virtual prizes, epic meanings, 

information, and random prizes [51]. Examples of 

datasets can be seen in Table 1 and Table 2. 

In Table 1 is an example dataset that contains 

information about several data samples. The data 

consists of several attributes, namely: 

a) Gender: Indicates the gender of the 

individual, which can be either "Male" or 

"Female". 

b) Education: Indicates an individual's 

education level, such as "Senior high school”, 

"Masters" or "Bachelor's". 

c) Occupation: Indicates the type of individual 

job, for example "Student" or "Private". 

d) Point: Is a number that shows the point value 

of an activity or achievement. 

e) Reward: Is a number that shows the amount 

of reward given to individuals. 

This example dataset consists of six different 

rows of data. Each row represents one data sample 

that contains information about a particular 

individual. This data can be used for further 

analysis, such as grouping by gender, education, 

or occupation, as well as looking at the 

relationship between point values and rewards 

given. 

Table 2 provides descriptions of the datasets for 

the studies involving the various input features and 

their corresponding descriptions. The dataset 

contains nominal and numeric data. This data set 

relates to user engagement and behavior in systems 

that use gamification and reward based elements to 

influence user actions and decisions. Numerical 

values represent different levels of agreement or 

disagreement with a particular feature or aspect of the 

system. Data sets can be used to analyze user 

preferences, interactions and responses. 

 

 

Table 2. The dataset description 

Input Feature Unit Description 

Gender Nominal 

 

Male 

Female 

Age Nominal 

 

18 – 24  

25 – 34  

35 – 44  

45 – 54  

Over 55 

years 

Education Nominal 

 

 

Senior  

High School 

Diploma 

Bachelor 

Master 

Doctoral 

Occupation Nominal 

 

Student 

Government 

employees 

BUMN 

Private 

Self-

employed 

Ability 

to use mobile banking 

services (within 1 week) 

Nominal 

 

 

Very low 

Low 

Medium 

Tall 

Very high 

Hours in 1 week using 

the internet/social 

networks/video games 

and the like 

Nominal 

 

1 – 3 hours 

3 – 6 hours 

6 – 9 hours 

9 – 11 hours 

Above 11 

hours 

User Engaggement, 

Psychological, 

Announcements,  

Point,Reward,Rank,Badg

e,Score, 

Task,Feedback, 

Leaderboard, 

Hunt for offers, Level, 

Timer,   

Share, Social Interactive, 

Penalty, Avatar, Lottery, 

Virtual reward,  

Epic meaning,  

Informing,  

Random reward 

Numerical 

 

1=Strongly 

disagree  

2=Disagree 

3=Neutral 

4=Agree  

5=Strongly 

agree 

 

B. METHOD 
In this research, six different stages were used, as 

depicted in Fig. 1. These stages include: (1) Data 

collection; (2) Pre-processing; (3) Missing value 

imputation; (4) Data balancing; (5) Classification; 

and (6) Evaluation. A detailed explanation of each 

stage is presented below. 
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Figure. 1 Research design 

2.1 Data collection 

The first stage of this research is to collect 

datasets. Collecting data through measurement is 

very important because it allows the identification of 

relationships between empirical observations and 

quantitative mathematical expressions. The data used 

in this study is primary data obtained through 

questionnaires distributed to mobile banking users at 

various banks in Indonesia. The research sample 

consisted of 451 people, all of whom are active users 

of mobile banking applications. Data collection was 

carried out by mobile banking users located in 

Yogyakarta, Central Java and North Sumatra, 

Indonesia. 

2.2 Preprocessing 

Preprocessing is a series of processes to ensure 

the dataset is clean enough to be processed. Raw data 

sets may contain inconsistent data, noise, incorrect 

data formats, duplicate or redundant data, or missing 

values. therefore, this situation can reduce the 

effectiveness and reliability of data mining results 

because the dataset is not conditioned to be ready for 

further processing. To ensure that the data is free 

from unwanted conditions, it is necessary to carry out 

the preprocessing stage. 

2.3 Imbalance data 

Several resampling techniques, including a 

mixture of the two resampling techniques, were used 

in this study to carry out the resampling procedure.  

 

 
Figure. 2 SMOTE mechanism 

 

SMOTE is the only resampling technique utilized; 

Tomek links is added to the mix. To increase the 

number of instances of minority classes, SMOTE is 

employed. In the majority of classes, noise samples 

are minimized by the application of Tomek Link and 

Borderline. SMILESThe main idea behind the 

SMOTE method is to make a fake version of the 

desired duplication percentage between the minor 

data and k randomly chosen nearest neighbors. Then, 

for each record in the minor class, use that value to 

figure out which data is next to which. Increasing the 

quantity of data in the minority class is the aim. An 

illustration of the SMOTE mechanism can be found 

in Fig. 2. 

1) SMOTE 

The SMOTE method's basic idea is to identify 

the adjacency between data for each record in the 

minor class, or the k-nearest neighbour value. Then, 

once the data has been synthetically generated, the 

desired proportion of duplication between the minor 

data and the k-nearest neighbours is randomly chosen. 

The objective is to get more information about the 

minority class. An illustration of the SMOTE 

mechanism can be found in Fig. 2. 

Class imbalance occurs when the number of 

instances in the minority class differs significantly 

from those in the dominant class. This discrepancy 

can cause the classification method to perform worse 

because most classifiers work best when the class 

distribution in the dataset is balanced [52]. SMOTE 

was first presented by Chawla et al. as a remedy for 

data imbalance problems [53], Random interpolation 

is performed between each target class's feature space 

in the sample and its nearest neighbor, entailing the 

production of a new sample [30]. This process can 

augment the count of minority classes, thereby 

enhancing the classifier's ability to generalize [52] 

[30]. Many oversampling methods have been 

developed using SMOTE as a basis [44], including 

the SMOTE-Tomek link [44, 43]. This method 

combines SMOTE oversampling and Tomek links  
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Figure. 3 Tomek links mechanism 

 

undersampling techniques [44]. SMOTE generates 

artificial data for the minority class, while 

concurrently, Tomek Links eliminates data marked as 

Tomek Links from the majority class. 

The SMOTE step begins by determining the number 

of nearest neighbors (k), then calculating the shortest 

distance between the randomly selected data from the 

minority class (xci) and the k-nearest neighbors data 

(xki) using the Euclidean distance in Eq. (1) [52, 54]. 

Furthermore, based on the shortest distance, synthetic 

sample data (xsi) is generated for the minority class 

using (4) [30]: 

 

Xsi = Xci + r (Xci - Xki)    (1) 

 

The process is stopped when the data for each class is 

balanced [52, 54].  

The first step in Tomek links is to select a pair of 

samples with the minimum Euclidean distance from 

the k-nearest neighbors, where each sample comes 

from a different class (xg, xh). The sample pair xg, xh 

is a Tomek Link, if no sample xk satisfies the 

following condition with respect to Euclidean 

distance 

 

d(xg, xk)  <  d(xg, xh)       or     d(xh, xk)  <  d(xg, xh)   

(2) 

 

Subsequently, Tomek link samples belonging to the 

majority class were eliminated from the dataset. The 

procedure concludes upon achieving class balance 

[43]. 

2) Tomek links 

The concept behind Tomek links involves 

removing samples with noise and prioritizing the 

majority class to achieve a balanced reduction. In 

essence, mitigating sample noise is crucial to curbing 

misclassification and maintaining classifier 

effectiveness. As a result, for this study, the under-

sampling technique chosen was Tomek links, as 

depicted in Fig. 3 below, illustrating its mechanism. 

Subsequent to data pre-processing, the next 

phase involves classification, wherein multiple 

algorithms are employed for testing. The evaluation 

of classification algorithms in this research 

encompasses logistic regression, K-nearest neighbor 

(K-NN), CART, random forest, support vector 

machine (SVM), and Stacking. The testing procedure 

is bifurcated into two distinct scenarios. In the initial 

scenario, data division entails an 80% training and 

20% testing composition. Conversely, the second 

scenario employs a 10-fold cross-validation approach. 

Both scenarios serve the primary purpose of 

assessing the consistency of the classification 

algorithm's performance. Furthermore, due to the 

constrained dataset quantity, these two scenarios are 

employed to ensure a comprehensive evaluation. 

The final phase of this study involves the 

evaluation and juxtaposition of outcomes. This stage 

encompasses a systematic comparison of 

classification techniques across several phases. The 

initial phase involves contrasting classification 

methods devoid of resampling. Subsequently, the 

second phase entails a comparison of classification 

methods integrated with Tomek Links. The third 

phase encompasses the evaluation of classification 

methods augmented with SMOTE. Lastly, the fourth 

phase entails a comprehensive comparison of 

classification methods leveraging both Tomek and 

SMOTE links. Within this assessment framework, 

accuracy and geometric mean (g-mean) serve as 

pivotal benchmarks. These indicators are chosen due 

to their comprehensive and pertinent applicability in 

addressing the complexities of class imbalance 

scenarios[55]. Classification accuracy is a measure of 

the degree of confidence in the classification result 

following an evaluation. This score is calculated by 

multiplying the true positive rate (TPR) and the true 

negative rate (TNR), much like the geometric mean 

(G-mean). A thorough assessment of the overall 

precision for the majority or minority class can be 

obtained from the mean G statistic [56]. The 

following formula illustrates accuracy and the G-

mean formula.  

2.4 Classification 

Upon completing the data cleansing, often 

referred to as the preprocessing phase, the focal 

phases of the research unfold, encompassing the 

utilization of distinct classification techniques. The 

methods employed in this study include Linear 

Regression, K-NN, CART, Random Forest, SVM, 

Stacking ensemble, and XGBoost. 
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The input space is divided into discrete sections 

by the linear classification approach, which is 

indicated by linear decision boundaries. Notable 

examples of linear classification techniques that have 

acquired significant momentum include logistic 

regression, separating hyperplanes, multiple linear 

regression (MLR), and linear discriminant analysis 

(LDA). This method works especially well when 

classes can be divided into linear sections [57]. 

Nonetheless, numerous real-world scenarios present 

a challenge wherein the data isn't amenable to linear 

separation. Additionally, instances arise where data 

points are closely spaced, demanding a highly 

nonlinear decision boundary for effective data 

segregation [58].  

Linear regression embodies the concept of 

predicting the conditional mode of the response 

variable Y, based on a collection of predictors x, by 

representing it as a linear function of those predictors  

[59]. The nearest neighbor classification, commonly 

referred to as K-nearest neighbor (KNN), operates on 

the premise that the nearest pattern to the target 

pattern x, for which we seek a label, imparts valuable 

label insights [19]. The K-NN method is widely used 

in data mining as one of the simplest methods for 

classifying. 

CART implements numerical separation and 

Regression can build trees based on CART[60]. The 

researcher adopts the newly developed model and 

trains the first CART using the current feature and all 

features sequentially [61]. Random Forest functions 

as a classifier composed of an ensemble of tree-

structured classifiers, each characterized by 

independence and the utilization of random vectors. 

Each individual tree contributes a singular vote 

toward the prevailing class among the inputs [62]. 

Support vector machine (SVM) represents a 

supervised machine learning algorithm suitable for 

addressing classification and regression tasks. In this 

method, every data point is graphed as a point within 

an n-dimensional space (where n denotes the count of 

feature dimensions), with each feature's value 

translating to a specific coordinate. The objective of 

classification entails the identification of a 

hyperplane that optimally segregates the two classes. 

SVM is designed to determine a hyperplane that 

maximizes the separation margin between the nearest 

data points of one of the classes [63, 64]. 

Sun's study in 2018 demonstrated the 

application of ensemble stacking for predicting river 

ice breakout dates. This approach holds potential for 

addressing similar challenges in the realm of river ice 

forecasting [65]. Ensemble stacking learning is 

structured with two distinct tiers, denoted as the 

primary base-classifier level and the subsequent 

meta-classifier level [66, 67]. Within the base-level 

classifiers, the training dataset is employed for both 

model training and prediction. In contrast, the meta-

classifier employs its meta-data for training, and it 

maps the outcomes from the base-level classifier to 

the corresponding actual classifier labels. A similar 

technique was utilized by the Netflix team, known as 

"The ensemble," where the top-performing team's 

submission, determined by its accuracy, was 

integrated [68, 69]. 

XGBoost exhibits exceptional predictive 

capabilities due to its foundation in a gradient-

boosted decision tree ensemble algorithm. Chen and 

Guestrin (2016) highlight its prowess in managing 

sparse data, optimizing memory usage through 

problem approximation, extending tree fitting to 

residuals, and achieving enhanced scalability [70]. 

As an additional motivation for its selection, 

XGBoost has been shown to outperform other 

machine learning techniques, such as traditional 

classification and regression trees, both in road 

safety[71] and in other fields [72], however to date 

there have been relatively few road safety 

applications for road safety related tasks compared to 

more other machine learning algorithms. 

2.5 Evaluation 

The evaluation and comparison process is the 

final step of this study project. The categorization 

techniques will be evaluated against one another in 

multiple phases during this phase. The first is a 

comparison of classification methods that do not use 

resampling; the second is a comparison of 

classification methods using Tomek links; the third is 

a comparison of classification methods using 

SMOTE; and the fourth is a comparison of 

classification methods using Tomek and SMOTE 

links. Since accuracy and geometric mean (g-mean) 

are most comprehensive when considered in the 

context of class imbalance, they are utilized as 

assessment indicators in this study [55]. 

Classification accuracy is a score that represents the 

amount of certainty of a data record that has been 

classified following an evaluation. Like the G-mean, 

the score is determined by multiplying the true 

positive rate (TPR) and the true negative rate (TNR). 

The average G statistic represents the overall 

accuracy for the minority or majority class [56]. 

Accuracy and the G-mean formula can be seen in the 

equation below. 

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (3) 
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Table 3. Sample of preprocessing data results 

JK EDU PK PO RW 

1 5 5 5 3 

0 4 4 5 3 

0 5 5 5 4 

0 2 5 5 4 

1 3 5 5 5 

1 3 3 5 5 

 

𝐺 − 𝑀𝑒𝑎𝑛 =  √𝑇𝑃𝑅 × 𝑇𝑁𝑅  (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (6) 

 

𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (7) 

 

Accuracy is used to calculate the accuracy of 

the classification model [55]. Other metrics that 

are employed include F1-score, recall, and 

precision. While recall determines the percentage 

of inputs that the system correctly recognizes as 

correct, precision concentrates on the ratio of 

inputs that the system accurately identifies [73]. 

The F-1 score, on the other hand, is a weighted 

average of accuracy and recall. 

3. Result and discussion 

This study explores the impact of data imbalance 

on classification outcomes and examines resampling 

techniques as a potential solution. Additionally, 

diverse evaluation metrics for classification are 

employed to offer insights into the effects of the 

evaluation approach. These findings help identify the 

optimal resampling and classification methods for all 

models. The implemented models are developed 

using Python. To assess the classifier's performance 

on unbalanced data, the initial step involves running 

the classifier on the original dataset. Subsequently, 

the data undergoes various oversampling methods to 

address imbalance before being subjected to 

classification. 

3.1 Preprocessing results 

Following are the results of data preprocessing 

that has been done, can be seen in Table 3. 

Table 3 shows the results of the data pre-

processing process with several columns containing 

processed values. Here is a description of each 

column: 

a) JK (Gender): number 1 indicates male gender, 

number 0 indicates female gender. 

b) EDU (Education): SMA Denotes the level of 

education SMA (high school) with a 5, Bachelor 

denotes a level of education Bachelor (S1 or 

equivalent) with a number 4. Master denotes a 

level of education in a masters. 

c) Occupation: A number or category that indicates 

the type of work or employment status of the 

individual concerned. 

d) Point: A numeric variable that describes the 

user's view of a particular point. Value 1 

(Strongly disagree), 2 (Disagree), 3 (Neutral), 4 

(Agree), 5 (Strongly agree). 

e) Reward: A numeric variable that describes the 

user's view of a particular reward. Possible 

values: 1 (Strongly disagree), 2 (Disagree), 3 

(Neutral), 4 (Agree), 5 (Strongly agree). 

 

Given the data provided, this table appears to 

contain information about a group of individuals who 

share certain attributes, such as gender, education 

level, occupation, number of points accumulated, and 

rewards received. This table may be used for further 

analysis, such as analyzing the relationship between 

gender, education level, and occupation and 

performance or participation in the system or 

application. 

3.2 Handling imbalance data 

Addressing imbalanced data is a significant and 

prevalent hurdle in both data analysis and machine 

learning endeavors. This challenge arises when the 

distribution of classes or target variables within a 

dataset is heavily skewed, resulting in the 

underrepresentation of one or more classes and the 

overrepresentation of others. This imbalance 

introduces the potential for biased models, limited 

generalizability, and unreliable predictions, 

particularly concerning the minority class. 

Fig. 4 illustrates that the Y axis shows the number 

of respondents, and the X axis shows the game 

elements. Fig. 4 shows this uneven distribution, 

indicating a fairly large data imbalance between 

game elements. The limited occurrence of certain 

elements may have a negligible impact on the 

decision-making process, whereas more general 

elements will have a significant influence on the 

dynamics of the game. Therefore, the main thing to 

do now is to solve this data imbalance problem. 

Additionally, the image above displays a catalog of 

game elements selected by mobile banking app users, 

each accompanied by its own frequency count. These 

game elements serve as integral components used in 

game design and development to strengthen player  
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Figure. 4 Class distribution of the dataset 

 

 
Figure. 5 After handling imbalance data 

 

engagement, interaction, and overall experience. A 

higher count indicates a more frequent occurrence of 

the related element in the game. 

Several methodologies and techniques exist to 

tackle the quandary of data imbalance. In this phase, 

the Smote-Tomek method is executed utilizing an 

oversampling technique. Smote-Tomek is employed 

to establish equilibrium between class frequencies by 

augmenting data in the minority class. The class with 

the scarcest training data assumes this role. 

Fig. 5 depicts the outcomes of employing the 

SMOTE (Synthetic minority over-sampling 

technique) algorithm in conjunction with simplex 

sampling on a 10-class dataset. SMOTE serves as an 

oversampling method designed to counteract class 

imbalance within datasets. This notation signifies the 

usage of SMOTE with the simplex sampling 

technique, applied to a dataset characterized by two 

dimensions (features). The visual presentation in Fig. 

5 illustrates the instance count for each class in the 

dataset post the implementation of SMOTE using 

simplex sampling. Notably, all classes (ranging from 

0 to 9) now exhibit 169 instances each. As an 

example, Class 0 in the dataset showcases a total of 

169 instances, which constitutes a relative proportion 

of 10,000% within the resampled dataset (given the 

presence of 169 instances for each class out of a 

cumulative 1690 instances). 

This pivotal step endeavors to rectify the issue of 

disparate data distribution through the amalgamation 

of oversampling (SMOTE) and undersampling 

(Tomek links) techniques, culminating in the creation 

of a more harmonized dataset suitable for 

classification purposes. The overarching goal 

revolves around heightening the performance and 

precision of machine learning models when 

grappling with datasets characterized by imbalanced 

class distributions. 

3.3 Original dataset classification results 

The classification techniques employed in this 

study encompass linear regression, K-NN, CART, 

random forest, SVM, stacking ensemble, and 

XGBoost. Subsequently, the classification outcomes 

were subjected to assessment via two distinct 

scenarios: firstly, a 10-fold cross-validation was 

executed, producing an average accuracy score 

derived from the iterations within the k-fold 

mechanism. Secondly, data partitioning ensued in an 

80 – 20 ratio, yielding several metrics like Precision, 

Recall, and F1 Scores. 

Table 4 provides an overview of the classification 

results for the different classifier techniques and 

algorithms that were used. Remarkably, every 

classifier technique or algorithm demonstrates a 

different level of expertise in categorization tasks. 

The classification results are expressed as an 

accuracy percentage. Table 4 is a thorough source of 

information on how well the model performs with 

data that exhibits class imbalance. 

In Table 4, the linear regression method attains an 

accuracy of 65.08%. The K-nearest neighbors (KNN) 

method achieves an accuracy of 68.25%. The 

classification and regression trees (CART) method 

secures an accuracy of 69.05%. The random forest 

method exhibits the highest accuracy, reaching 

72.22%. The support vector machine (SVM) method 

garners an accuracy of 61.90%. The stacking 

ensemble method records an accuracy of 69.10%. 

Lastly, the XGBoost method attains an accuracy of 

66.15%. Despite the dataset's imbalanced nature, all 

classifier scores surpass the 50% threshold, 

indicating a favorable outcome. However, this  
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Table 4. Classification result's on original dataset 
Clas

sifier  

 

Imbalanced Dataset 

 

Data Splitting 

 

10-

fold 

cross 

valid

ation 

 

Prec

ision 

Re

cal

l 

Geo

metri

c 

Mean 

F1 

 

Aver

age 

Accu

racy  
Cla

ss0 

Cla

ss1 

Cla

ss2 
Linier 

Regre

ssion  

65% 65

% 

0.69 60

% 

70

% 

65

% 

65.08

% 

K-

NN 

69% 69

% 

0.73 62

% 

71

% 

69

% 

68.25

% 

CAR

T 

70%  70

%  

0.75 69

%  

73

%  

66

%  

69.05

% 

Rand

om 

Fores

t 

79%  77

%  

0.76 75

%  

82

%  

75

%  

72.22

% 

SVM 66%  66

%  

0.73  58

%  

74

%  

63

%  

61.90

% 

Stack

ing 

ense

mble 

70%  75

%  

0.80 59

%  

75

%  

64

%  

69.10

% 

XGB

oost 

67% 65

% 

0.79 66

% 

73

% 

66

% 

66.15

% 

 

achievement isn't adequate to conclude that these are 

strong classification results, and there remains 

potential room for refinement.  

3.4 Classification with resampling method 

As was already mentioned, there is an imbalance 

in the class distribution, which suggests that each 

class is not represented proportionately. The F1 value 

makes the significance of this mismatch on 

classification clear. The harmonic mean of precision 

and recall is represented by the F1 score, which offers 

important information about classifier performance 

within each class. As an example, K-NN shows a 

comparatively lower F1 score for Class 0 while the 

other two classes receive scores higher than 50%. 

This study revolves around datasets involving 

multi-classification challenges. The deleterious 

impact of uneven class distribution becomes apparent 

through diminished classifier performance, as 

underscored by the outcomes presented in Table 4, 

which reveal lower accuracy scores. Consequently, 

the rectification of imbalanced data emerges as a 

requisite for achieving more favorable classification 

outcomes. Table 5 and Table 6 detail the outcomes of  

 

Table 5. SMOTE resample method's result 

Classifi

er  

 

SMOTE  

 

Data Splitting 

 

10-fold 

cross 

validati

on 

 

Rec

all 

Specific

ity  

 

Geomet

ric 

Mean 

F1 

Sco

re 

Linier 

Regress

ion  

97% 100% 0.98  

 

97

% 

93.9% 

K-NN 96% 100% 0.98  

 

96

% 

94.5% 

CART 94% 99% 0.97  

 

94

% 

93.1% 

Random 

Forest 

97% 100% 0.98 

 

97

% 

95.6% 

SVM 97% 100% 0.98  

 

97

% 

94.3% 

Stackin

g 

ensemb

le 

99

% 

100% 0.99  

 

98

% 

95.7% 

XGBoo

st 

96% 100% 0.98 

 

96

% 

92.8% 

 

individual machine learning techniques when applied 

to balanced data, which underwent resampling using 

diverse methodologies. 

Table 5 displays the outcomes obtained from the 

SMOTE resampling method applied across various 

classifier types, along with the performance 

evaluation metrics. The SMOTE resampling 

technique was implemented, and the performance 

evaluation employed data splitting in conjunction 

with 10-fold cross-validation. 

The ensuing descriptions encapsulate the 

performance evaluation outcomes for each classifier: 

 

a) Linear Regression exhibits outstanding results, 

characterized by high accuracy levels and 

consistent capability in recognizing positive 

classes. 

b) K-NN also demonstrates commendable 

performance, showcasing high accuracy rates 

and adeptness in identifying positive classes. 

c) CART delivers favorable outcomes, marked by 

high accuracy rates and proficient identification 

of positive classes. 

d) Random Forest showcases exceptional 

performance, with elevated accuracy rates and 

a consistent ability to identify positive classes. 

e) SVM also yields promising results, featuring 

high accuracy levels and adeptness in 

identifying positive classes. 
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Table 6. Borderline-SMOTE resampling method's result 

Classifi

er  

 

SMOTE  

 

Data Splitting 

 

10-fold 

cross 

validati

on 

 

Rec

all 

Specific

ity  

 

Geomet

ric 

Mean 

F1 

Sco

re 

Linier 

Regress

ion  

96% 100% 0.98  

 

96

% 

93.9% 

K-NN 95% 100% 0.98  

 

95

% 

94.5% 

CART 94% 99% 0.97  

 

93

% 

90.8% 

Random 

Forest 

97% 100% 0.98 

 

97

% 

94.6% 

SVM 95% 100% 0.98  

 

96

% 

92.7% 

Stackin

g 

ensemb

le 

98

% 

100% 0.99  

 

98

% 

95.8% 

XGBoo

st 

94% 100% 0.98 

 

95

% 

93.6% 

 

f) Stacking ensemble demonstrates superior 

performance, boasting high accuracy rates and 

a consistent proficiency in recognizing positive 

classes. 

g) XGBoost produces positive results, 

characterized by high accuracy levels and 

capable identification of positive classes. 

 

The SMOTE resampling method has proven   

successful in elevating classification performance 

across all evaluated classifier types. This is evident 

through the heightened accuracy rates and improved 

capability in recognizing positive classes. 

Table 6 exhibits the assessment outcomes 

stemming from the utilization of the Borderline-

SMOTE resampling technique across diverse 

classifications, employing the 10-fold cross-

validation methodology. This table encompasses a 

range of evaluation metrics, encompassing recall, 

specificity, geometric mean, and F1 score, 

corresponding to each classification. The table 

facilitates a rapid juxtaposition of the classifier's 

performance when integrated with the Borderline-

SMOTE resampling technique, illustrating their 

efficacy in mitigating class imbalance and accurately 

classifying instances within a given dataset. The 

evaluation metrics presented within this table hold 

profound significance in appraising the efficacy of 

the Borderline-SMOTE resampling technique in 

enhancing classification performance and enabling 

 

Table 7. SMOTE-TOMEK resampling method's result 

Classifi

er  

 

SMOTE  

 

Data Splitting 

 

10-fold 

cross 

validati

on 

 

Rec

all 

Specific

ity  

 

Geomet

ric 

Mean 

F1 

Sco

re 

Linier 

Regress

ion  

97% 100% 0.98  

 

97

% 

97.1% 

K-NN 96% 100% 0.98  

 

96

% 

95.2% 

CART 95% 99% 0.97  

 

94

% 

94.0% 

Random 

Forest 

98% 100% 0.99  

 

98

% 

96.7% 

SVM 97% 100% 0.98  

 

97

% 

95.8% 

Stackin

g 

ensemb

le 

99

% 

100% 0.99  

 

99

% 

98.7% 

XGBoo

st 

98% 100% 0.99 

 

98

% 

96.8% 

 

well-informed decisions pertaining to model 

selection. 

Table 7 showcases the outcomes resulting from 

the application of the SMOTE-TOMEK resampling 

technique across various classifier types, 

accompanied by metrics for evaluating classification 

performance. The resampling process involved the 

implementation of the SMOTE-TOMEK method, 

while performance evaluation was conducted through 

data partitioning utilizing 10-fold cross-validation. 

The subsequent narrative elucidates the performance 

assessment outcomes for each classifier: 

 

a) Linear regression yields exceptional outcomes, 

characterized by a high level of accuracy and a 

consistent proficiency in identifying positive 

classes. 

b) K-NN also exhibits commendable performance, 

boasting a high degree of accuracy and 

adeptness in recognizing positive classes. 

c) CART delivers positive results, featuring 

elevated accuracy levels and proficient 

identification of positive classes. 

d) Random forest demonstrates outstanding 

performance, marked by high accuracy levels 

and consistent capability to recognize positive 

classes. 

e) SVM also presents positive results, with a high 

degree of accuracy and proficient identification 

of positive classes. 
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Table 8. Resampling method comparasion 

Resampling 

method + 

Classifier  

 

Data Splitting 

 

10-fold cross 

validation 

 

Geometric 

Mean 

F1 

Score 

Average 

Accuracy  

 

SMOTE+ 

Stacking 

ensemble  

 

0.99  

 

98% 95.7% 

Borderline 

SMOTE+ 

Stacking 

ensemble  

 

0.99  

 

98% 95.8% 

SMOTE-

Tomek + 

Stacking 

ensemble 

0.99  

 

99% 98.7% 

 

f) Stacking ensemble showcases exemplary 

performance, characterized by a notable 

accuracy level and consistent proficiency in 

recognizing positive classes. 

g) XGBoost achieves favorable results, 

showcasing a high accuracy level and proficient 

ability to identify positive classes. 

 

Collectively, the implementation of the SMOTE-

TOMEK resampling technique has effectively 

enhanced the classification performance across all 

classifier types scrutinized. This enhancement is 

underscored by elevated accuracy levels and 

improved proficiency in recognizing positive classes. 

Notably, the stacking ensemble stands out with 

outstanding performance, boasting a high degree of 

accuracy and an exceptional aptitude for identifying 

positive classes. 

3.5 Discussion 

The results reveal that each approach exerts a 

substantial influence on classification performance, 

whether achieved via oversampling, undersampling, 

or hybrid sampling techniques. These outcomes are 

presented in Table 8. 

Table 8 presents a comparative overview of the 

employed resampling methods, specifically SMOTE 

and SMOTE-Tomek, along with performance 

evaluation metrics encompassing geometric mean, 

F1 score, and average accuracy. The assessment of 

performance is executed through data splitting 

utilizing the 10-fold cross-validation methodology. 

Below is a comprehensive analysis detailing the 

performance comparison across each resampling 

method: 

a) SMOTE + stacking ensemble 

The amalgamation of the SMOTE 

resampling method and Stacking Ensemble 

yields exceptional outcomes, characterized 

by a high accuracy level and adeptness in 

consistently identifying positive classes. 

b) Borderline SMOTE + stacking ensemble 

With the Borderline SMOTE resampling 

method, Stacking Ensemble produces 

commendable results. 

c) SMOTE-Tomek + stacking ensemble 

Upon integration with the SMOTE-Tomek 

resampling method, Stacking Ensemble 

manifests outstanding results, marked by a 

high accuracy level and exceptional 

proficiency in recognizing positive classes. 

 

All three resampling techniques SMOTE, Borderline 

SMOTE, and SMOTE-Tomek perform admirably in 

terms of improving classification accuracy. However, 

when combined with the stacking ensemble method, 

SMOTE-Tomek + stacking ensemble produces 

somewhat better outcomes than SMOTE alone. An 

improved average accuracy and F1 score attest to this 

difference. The combination of SMOTE-Tomek + 

stacking ensemble is therefore found to be more 

effective in improving classification performance. 

4. Conclusion 

The aim of this research is to address the problem 

of data imbalance in classification tasks by 

introducing a new and efficient pre-processing 

technique. These results suggest that combining 

SMOTE-TOMEK with stacking ensembles may be a 

good way to handle this particular dataset. This 

methodology was created to improve the handling of 

class imbalances in multi-class datasets, which is a 

major challenge in the field of machine learning. The 

effectiveness of the proposed hybrid sampling 

solution, demonstrated through the curation of user 

data from a mobile banking application, which 

includes demographics and gaming elements, 

provides strong evidence that this approach 

significantly improves the performance of multi-class 

imbalanced data classification tasks in the banking 

sector in particular. 

In particular, this study shows that the proposed 

methodology goes beyond conventional approaches 

to dealing with imbalanced data. The proposed 

approach outperforms other standard methods, as it 

shows its effectiveness in managing imbalances in 

multiclass data classification. The results of this 

investigation illustrate the efficiency of pre-

processing techniques in overcoming the challenges 
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associated with the classification of imbalanced 

multiclass text data. Through the integration of 

oversampling and undersampling methods, a more 

robust resolution for class imbalance in multiclass 

datasets can be provided. This technique is easy to 

apply to a variety of text data classification tasks and 

promises to increase the precision and reliability of 

machine learning or deep learning algorithms. 

On the other hand, it is important to note that this 

research could be further expanded by conducting 

larger experiments that include ensemble 

classification and adding additional resampling 

methods. The addition of datasets about mobile 

banking apps promises to deepen insights and 

improve classification performance by allowing users 

to customize features more. Future research should 

focus on testing full performance on various data sets 

to learn more about how this approach can be used in 

other situations and to discover any problems that 

may arise.  

Despite the limitations of this study, it has 

provided a foundation for future investigations 

regarding handling class imbalances in multiclass 

datasets. The authors recommend more research in 

this area since the suggested hybrid sampling 

approach has the potential to enhance the 

performance of deep learning or machine learning 

algorithms on a variety of unbalanced datasets. 
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