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Abstract: In recent years, video event prediction and classification is considered a hot research topic among 

researchers, due to its social influence and its extensive real-time applications. In this research, a video event 

classification system is proposed to predict and categorize various day-to-day events. This research proposed an 

improved pelican optimization algorithm (IPOA) to optimize the hyper-parameters which aids in better classification 

accuracy. The input data is gathered from three well-known datasets such as University of Central Florida101 

(UCF101), Human Motion Database 51 (HMDB51) and columbia consumer video (CCV) dataset. The raw data is pre-

processed using the data normalization technique and the DenseNet 201 model is used to extract the features from the 

pre-processed output. The extracted features are fed into the stage of feature selection using the improved grey wolf 

optimization (IGWO) algorithm. The hyper-parameters of the selected features are optimized using the proposed IPOA 

algorithm and classification takes place using bidirectional long short term memory (Bi-LSTM) classifier. The 

experimental results show that the proposed IPOA with Bi-LSTM achieved a better classification accuracy of 93.91%, 

94.19%, and 90.19% for datasets such as UCF101, HMDB51 and CCV respectively which is comparatively higher 

than the existing techniques such as improved residual convolutional neural network (CNN), Bi-LSTM CNN, two-

stream 3D CNN model and gait event detection system. 

Keywords: Bidirectional long-short term memory, Convolutional neural network, Improved grey wolf optimization, 

Improved pelican optimization algorithm, Video events. 

 

 

1. Introduction 

The recognition of events is considered one of the 

active areas in the field of computer vision due to the 

wide range of applications like the interaction 

between humans and computers, analysis of motion, 

analysis of medical images, etc [1]. The main goal of 

event recognition is to recognize the events such as 

parties, weddings, graduation, and also daily 

activities like shaving the beard, jogging, riding a 

bike, and so on [2]. In recognition of events, feature 

extraction plays a significant role in extracting the 

essential features from the videos [3, 4]. Since some 

of the videos have a high time duration, recognizing 

the action from the video is a challenging task when 

compared with image recognition [5, 6]. The 

heterogeneous structure of the videos acts as a 

barricade to provide an effective solution for 

recognizing the human activities from the video and 

this heterogeneity is due to messed backgrounds, the 

varied motion of the camera etc [7]. In video 

background, recognizing the activity is based on 

collecting consecutive video frames in which the 

motion of the individual body should be analyzed 

based on spatial and temporal information [8].  

The recognition of human activities in various 

events takes place in three stages such as (i) pre-

processing which is utilized in removing unnecessary 

noise from images, (ii) pre-processed information is 

processed for extraction of features and (iii) in the 

classification stage, the extracted features are mapped 

with the respective classes [9, 10]. The configuration 

and the temporal dependencies act rely as a major 

problem in video processing applications. The space 

among the action and activities is combined by 

encoding the features with mid-level representations 

[11, 12]. Considering the single concept prohibits the 
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process of recognizing the individual’s event. 

Additionally, the video sequence related to real-

world applications is comprised of noisy 

surroundings which may affect the classification 

accuracy [13, 14]. The usage of deep neural networks 

(DNN) helps to overcome these issues due to its 

ability in transmitting the data without loss and 

enhance the detection accuracy [15].   

The main contributions of this research are listed 

as follows: 

 

1. This research proposed an IPOA to optimize 

the hyper-parameters and classify the video 

events using Bi-LSTM architecture. Moreover, 

the Improved GWO technique is utilized to 

select the relevant features from the extracted 

data.  

2. The performance of the proposed method is 

evaluated using three familiar datasets such as 

UCF101, HMDB51, and CCV based on 

performance metrics such as accuracy, 

precision, sensitivity and F-1 score. 

 

The rest of this research paper is organized as 

follows: Section 2 provides some recent year works 

on the detection and classification of video events. 

Section 3 describes the proposed work and the results 

are discussed in section 4. Finally, section 5 provides 

the overall conclusion of this research paper.     

2. Related works 

Chen [16] introduced the frame and spatial 

attention network (FSAN) which was an 

improvisation of residual convolutional neural 

network (CNN) to recognize the actions from the 

video frames. The two-level attention module was 

utilized to highlight the information of features 

including temporal and spatial dimensions. The two-

level attention module exploits the significant 

features in the entire video sequence and minimizes 

the interference caused by similarities among the 

video. However, the attention mechanism used in 

FSAN was not robust and had a poor convergence 

rate.   

Zhang [17] introduced an ensemble framework 

that consists of a convolutional neural network 

(CNN) and bi-directional long short term memory 

(Bi-LSTM) to recognize human activities. Moreover, 

the introduced framework utilized the swarm 

intelligence (SI) algorithm to detect the optimal hyper 

parameters and improvise the learning capability of 

the Bi-LSTM network. The introduced SI algorithm 

has a higher ability to solve the issues regarding high 

dimensional optimization functions. However, the 

introduced ensemble framework was not effective to 

categorize large-scale computer vision tasks. 

Xiong [18] have introduced action sequence 

optimization and two stream fusion network to 

recognize human activities. The introduced method 

was based on short segmentation and weighted 

sampling which highlight the area with high activities, 

remove the repeated data, and help to extract the 

long-range information. The two stream fusion 

utilized 3D CNN which combines the RGB feature 

and human skeleton data which provides a deep 

presentation of human activities. However, the 

introduced method does not consider the background 

information when it is considered it may provide 

higher classification efficiency.  

Alamuru and Jain [19] have introduced an 

ensemble-based algorithm that detects multiple 

events from the video sequences. Initially, the 

histogram equalization technique was used to 

improve the contrast and smoothen the videos 

obtained from CCV and UCF101 datasets. The 

introduced ensemble algorithm was used for feature 

selection which selects the optimistic features and the 

extracted features were fed as input to the multi 

support vector machine (MSVM) classifier. At last, 

appropriate events were recovered by measuring the 

Euclidean distance. However, the introduced method 

has increased system complexities due to its multi-

event detection.  

Akhter [20] introduced the gait event detection 

(GED) system which consists of 2D- stick model with 

a hierarchical optimization algorithm. The 

distinguishing movable features are proposed by 

concentrating on invariant and localized aspects of 

human postures in various event classes. Ultimately, 

to distinguish between complex postures and assign 

the proper labels to each occurrence, grey wolf 

optimization and a genetic algorithm were utilized. 

The introduced system is applied to real-world 

applications and surveillance systems. However, the 

dataset used in this research seems to be challenging 

due to its variation in the movement of cameras and 

the size of varied objects.  

The recent optimization algorithms like guided 

pelican algorithm (GPA) [21] and puzzle 

optimization algorithm (POA) [22] were surveyed. 

GPA was used in the process of optimizing the 

networks with the help of three stages such as target 

selection, replacing the location and utilized multiple 

number of candidates to deal with the problems 

regarding real world optimization technqiues. The 

POA was introduced by Fatemeh Ahmadi Zeidabadi 

and Mohammad Dehghani which was based on 

simulation process of solving the puzzles and POA 

has no control parameters and it is not limited by any  
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Figure. 1 The overall process involved in video event detection 

 

parameters.  

3. Methodology 

Video surveillance plays an important role in 

detecting human activities and different types of 

events. Moreover, it helps in monitoring traffics, 

medical application, and so on. This research 

undergoes six stages in the process of video detection, 

the six stages include a collection of data from 

UCF101, HMDB51, and CCV datasets. The input 

data is pre-processed using the data normalization 

technique and the DenseNet 201 is used to extract the 

features from the pre-processed output. The hyper 

parameters are tuned using the pelican optimization 

algorithm which initializes the classification 

performance. Finally, the video events are classified 

using the Bi-LSTM classifier. The overall process 

involved in detection of video events is depicted in 

Fig. 1 as follows:  

3.1 Dataset 

In this research, the different type of video events 

is collected from three datasets namely UCF101, 

HMDB51, and CCV. Moreover, the samples have 

been taken from these datasets to evaluate the 

performance of the proposed method. This section 

provides a brief description of the aforementioned 

datasets. 

UCF101: It is one of the largest datasets [23] 

which consist of human actions with 13320 video 

sequence with 101 types of actions such as pole vault, 

discus throwing, catching the Frisbee, shaving the 

beard, etc. In the applications regarding the detection 

of video events, UCF101 is considered one of the 

challenging datasets due to the unvaried motion of 

cameras, messed background and low-quality pixels. 

Moreover, the activities present in UCF101 relies on 

five classes such as the motion of the body, sports, 

interaction among humans, interaction among 

machine and humans, and playing musical 

instruments.    

Columbia consumer video (CCV): The CCV 

dataset [24] consist of 9317 sequential YouTube 

videos with 20 class of actions. In the CCV dataset, 

the major count of sequential videos belongs to 

events and only fewer categories of action sequence 

which includes wedding reception, parties, trekking, 

swimming, soccer etc.  

HMD51 dataset: The HMDB51 dataset [25] is 

comprised of 6849 sequences of videos with 51 

classes of activities like laughing, running, and so on. 

Moreover, in every class, there is 101 video sequence 

with realistic videos belongs web video and movies.   

3.2 Pre-processing  

After the stage of data acquisition, pre-processing 

is performed to remove inappropriate information 

from the raw data. So, this research utilized a data 

normalization technique to remove the undesired 

image portions, discrepancies and noises present in 

the original database. This section describes the 

normalization process involved in pre-processing the 

input image.    

3.2.1. Data normalization 

Normalization is one of the techniques to pre-

process the input image which eases the classification 

of video events. Generally, normalization is defined 
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as the process of varying the intensities of pixels. This 

research utilized the min-max normalization 

technique to scale the input data and this scaling 

approach adjusts the varied values of numeric 

columns into a common scale. The normalization 

effectively eliminates unwanted data and reduces the 

rate of redundancy. The input image is fed into the 

normalization function to produce a normalized 

image. The min-max normalization is evaluated 

using the Eq. (1) represented as follows: 

 

𝑁 =
𝑋−𝑉𝑚𝑖𝑛

𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛
                                                (1) 

Where, 𝑉𝑚𝑎𝑥  and 𝑉𝑚𝑖𝑛  is denoted as the 

minimum and maximum intensity of video pixels 

correspondingly. The output obtained from 

normalization is fed as input for the stage of feature 

extraction. 

3.3 Feature extraction  

The features are extracted from the pre-processed 

output using DenseNet 201, which mines out the 

feature vectors using the learned weights from the 

datasets along with CNN. The feature concatenation 

is obtained from DenseNet 201 model and its 

mathematical representation is shown in Eq. (2) as 

follows: 

 

𝑋𝑙 = 𝐻𝑙([𝑋0, 𝑋1, … , 𝑋𝑙−1])                              (2) 

 

Where the concatenation of the feature map is 

denoted as [𝑋0, 𝑋1, … , 𝑋𝑙−1] and 𝑋𝑙(. ) is referred to 

as the composite function which performs three 

sequential operations such as batch normalization, 

ReLu, and 3×3 convolution.   

Any variation in the size of feature maps leads to 

a loss of vulnerability in the concatenation operator 

(𝐻𝑙). The significant phase of CNN is the down-

sampling layer which varies the size of feature maps 

and the DenseNet consists of dense blocks which are 

segregated by transaction layers. The transaction 

layer contains batch normalization with a 2 × 2 

average pooling layer and the convolutional layer of 

size 1 × 1. 
The DenseNet201 performs effectively at a 

smaller growth rate with the feature maps and each 

layer accesses the maps of preceding layers. In each 

layer of the feature map, 𝑘 features are included as 

input at 𝑛𝑡ℎ layer and it is represented in Eq. (3) as 

follows: 

 

(𝐹𝑀)𝑙 = 𝑘0 + 𝑘(𝑙 − 1)                       (3) 

 

Where the layer of input channel is denoted as 𝑘0 

and the feature map is denoted as 𝐹𝑀.  The 

computational efficiency is enhanced by presenting a 

1 × 1 convolutional layer in every 3 × 3 layer that 

minimizes the count of 𝐹𝑀 which seems to be higher 

than the 𝑘  feature map. Combining the 1 ×
1 convolutional layer in DenseNet 201 creates 5760 

maps that take place in the bottleneck layer. Thus the 

features are extracted effectively using DenseNet 201 

model and from the extracted features, the relevant 

features are selected using an improved GWO [26] 

algorithm.  

3.4 Feature selection  

The size of the feature vectors must be minimized 

to provide an effective classification, so this research 

used an improved IGWO algorithm which reduces 

the dimensionality of the feature vectors without any 

loss in the data. Generally, gray wolves live in packs 

and they have strict social predominant. The process 

involved in reducing the dimensionalities using the 

IGWO algorithm is represented in the following 

sections. 

3.4.1. Initialization  

The features are optimized using the IGWO and 

the solution is generated by making improvements in 

the algorithm. While forming the groups, the features 

are organized based on the execution of the diving 

request. The wolves with principal features are 

considered as best ones and every pack of wolves 

with better performance is distinguished by shading. 

The features with similar appearances are possessed 

in the same search space. 

3.4.2. Updated feature selection  

Detecting the fitness value for every individual 

block of the image is significant because it relies on 

it as a reason to make changes in classification 

accuracy. After the stage of fitness evaluation, the 

best solution is selected based on the efficacy of grey 

wolves. The features are arranged and become 

isolated based on three factors best α, best β, and best 

γ. Based on these three wolves, enhancement is made 

to select the idealistic features for the process of 

classification. The following conditions must be 

satisfied while selecting the better features which is 

represented in Eqs. (4) and (5) as follows: 

 

𝐴{𝑓𝑒} = |𝐵. 𝑓𝑒𝑝𝑟𝑒𝑦(𝑡) − 𝑓𝑒(𝑤𝑜𝑙𝑓)(𝑡)|              (4) 

 

𝑓𝑒(𝑡 + 1) = 𝑓𝑒𝑝(𝑡) − 𝑀. 𝐺                 (5) 

 

Where the best features are represented as 𝐵. 𝑓𝑒 
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and the features of the selected at time 𝑡  are 

represented as 𝑑(𝑡).  The co-efficient vectors are 

represented as 𝑀 and 𝐵 whose values are 2𝑎𝑟1 − 𝑎 

and 𝐵 = 2𝑟2. In this, the random values which lie 

among the range [0,1] are represented as 𝑟1 and 𝑟2. 

3.4.3. Hunting behavior of wolves  

The hunting is led by efficient wolves such as 

𝛼, 𝛽, and 𝛾  with their ordinary companions. This 

behavior of wolves 𝛼, 𝛽, and 𝛾  is based on the 

following three solutions which are represented in 

Eqs. (6-8). 

 

𝐴𝑓𝑒
𝛼 = |𝐵1.𝑓𝑒𝛼 − 𝑓𝑒|                         (6) 

 

𝐴𝑓𝑒
𝛽

= |𝐵2.𝑓𝑒𝛽 − 𝑓𝑒|                      (7) 

 

𝐴𝑓𝑒
𝛾

= |𝐵1.𝑓𝑒𝛾 − 𝑓𝑒|                           (8) 

 

Where the position of grey wolves 𝛼, 𝛽, and 𝛾 is 

represented as 𝑓𝑒𝛼, 𝑓𝑒𝛽  and 𝑓𝑒𝛾  respectively. It is 

noted that the preceding position will be irregular 

inside the circle and GWO considers the two 

parameters to be maintained equally.  

3.4.4. Termination based on feature ranking 

The IGWO algorithm implements more iterations 

to select the best fitness function. The optimal 

features are chosen based on the ranking method, the 

feature ranking helps to determine relevant features 

and enhance the efficiency of classification models. 

Once the features with optimal fitness value are 

obtained, then the features are provided to the 

classification model or it will be terminated. 

3.5 Hyper-parameter optimization 

The ultimate aim of hyper-parameter 

optimization is to enhance the video classification 

efficiency by improvising the hyper-parameters of 

the Bi-LSTM classifier. The optimization of hyper-

parameters is one of the significant aspects of 

maintaining the model’s behaviour. When the hyper-

parameters are not tuned properly, then the model 

results in diminished results and high loss. So, the 

process of hyper-parameter optimization aids in 

better classification results. Moreover, the 

optimization technique is known for its significant 

applications in reducing time, cost, and so on. In 

some of the cases, it is essential to enhance the quality 

and efficiency, this can be attained through the 

technique of optimization. The traditional methods 

employed in optimizing the hyper-parameters do not 

provide effective results. Moreover, it is complex 

whenever the number of dimensionalities gets 

enhanced. So, the use of metaheuristic algorithms is 

considered an alternative to overcome the 

aforementioned issues. This research considered the 

following parameters and their ranges. The 

parameters include dropout [0.1-0.4], Learning rate 

[0.003-0.1], L2 Regularization [0.003-0.1], and 

maximum epoch which ranges from 10 epochs to 50 

epochs. The metaheuristic algorithms provide 

optimal solutions for large datasets such as UCF101, 

HMDB51, and CCV datasets. The problem related to 

the optimization technique is mathematically 

expressed in Eq. (9) and the optimal value should be 

identified to minimize and maximize the objective 

function 𝑓(𝑥). 
 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒
, 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟 𝑥 ∈ 𝑋, 𝑓(𝑥), 𝑥 = (𝑥1, … , 𝑥𝑑) ∈

𝑅𝑑    (9) 

 

Where the vectors of decision variables are 

denoted as 𝑑 and the search space is denoted as 𝑋. 
The range of the search space is described by lower 

boundaries (𝑙𝑖)  and the upper boundaries (𝑢𝑖) which 

is presented in Eq. (10) as follows: 

 

𝑋 = {𝑥 ∈ 𝑅𝑑|𝑙𝑖 ≤ 𝑥𝑖 ≤ 𝑢𝑖,𝑖 = 1, … , 𝑑|}        (10) 

 

The relationship among the objective function 

due to maximization and minimization is shown in 

Eq. (11) as follows: 

 

𝑚𝑎𝑥 𝑓(𝑥) ⇔ 𝑚𝑖𝑛 − 1 × 𝑓(𝑥)                     (11) 

 

The efficacy of the metaheuristic algorithms 

maintains a balance among the phases of exploration 

and exploitation to obtain optimal solutions. So, this 

research utilized improved pelican optimization 

algorithm (IPOA) to optimize the hyper-parameters 

of feature subsets. The process of hyper-parameter 

optimization using IPOA is described in section 3.5.1 

as follows, 

3.5.1. IPOA for hyper-parameter optimization    

There are many naturally inspired algorithms to 

select and optimize the hyper-parameters. In this 

research, the improved pelican optimization 

algorithm (IPOA) is utilized with a feature selection 

technique to optimize the hyperparameters. In IPOA, 

𝜔  is considered as a controlling parameter that 

reduces the motion of pelicans at the time of hunting. 

Moreover, this parameter maintains a balance among 

the stage of exploration and exploitation of an entire 
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pod of pelicans at the time of hunting, the outer 

parameter 𝜌  diminishes the improper movement of 

the pelican at the time of hunting. In IPOA best 

solution is obtained by computing the average and 

standard values based on Eqs. (12) and (13) 

respectively. 

 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
1

𝑁𝑟
. ∑ 𝐵𝐶𝑆𝑖

𝑁𝑟
𝑖=1                              (12) 

 

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 = √
1

𝑁𝑟
. ∑ (𝐵𝐶𝑆𝑖 − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒)2𝑁𝑟

𝑖=1  (13) 

 

Where the number of independent 

implementations is represented as 𝑁𝑟  and the best 

solution for the candidate is denoted as 𝐵𝐶𝑆𝑖. 
Every individual position of the pelican is 

comprised of quantitative values and the proposed 

method to optimize the hyper parameter is 

represented below steps as follows, 

 

1. The position of the best pelican with randomly 

generated hyper-parameters is considered 

which is denoted as 

𝐶(0,5), 𝜎(0,2), and 𝜀(0,1). 
2. To select features, IPOA is utilized which is 

represented in the form of the p-bit binary 

string. The position of the best pelican is 

updated by a transfer sigmoid function which 

is represented in Eq. (14) as follows: 

 

𝑇(𝑥) =
1

1+𝑒𝑥𝑝(−𝑥)                                 (14) 

 

3. Finally, the fitness value is evaluated to select 

the best pelican to optimize the parametric 

functions. The formula to evaluate the best 

parameter is represented in Eq. (15) as 

follows: 

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑚𝑖𝑛 [
1

𝑛𝑡𝑒𝑠𝑡
∑ (𝑦𝑖,𝑡𝑒𝑠𝑡 − �̂�𝑖,𝑡𝑒𝑠𝑡)

2𝑛𝑡𝑒𝑠𝑡
𝑖=1 ]  (15) 

 

When the best pelican is not chosen to optimize 

the hyper parameters, the fore mentioned step 2 and 

3 is continued to attain better optimization function.  

3.6 Classification using Bi-LSTM 

The Bi-LSTM has better capability to predict and 

categorize the events, and the Bi-directional time 

dependencies and features help to enhance the 

prediction accuracy when compared with 

unidirectional LSTM. The Bi-LSTM undergoes 

forward and backward operations to predict and 

categorize the video events. The unidirectional 

LSTM is comprised of memory cells which include 

three gates input gate, output gate and forget gate 

which is denoted as 𝑖𝑡 , 𝑜𝑡and 𝑓𝑡  respectively. The 

input information is evaluated by utilizing the input 

gate and it is regulated by the internal memory unit. 

The time data present in the internal memory unit is 

controlled using forget gate and the output obtained 

from the output gate is evaluated using the internal 

memory unit. The parameter 𝑥 is considered as input 

for LSTM and the hidden state is denoted as ℎ, these 

two parameters are responsible to evaluate the ability 

of the network’s memory. The interconnection 

among directed graph nodes with a specified 

sequence is evaluated based on output obtained from 

the hidden state of the previous state and the input of 

the current moment. The principle of LSTM is based 

on the formulas presented in Eqs. (16-18) as follows: 

 

�̃�𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐                      (16) 

 

𝑖𝑡 = 𝜎(𝑊𝑖. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖                          (17) 

 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓                             (18) 

 

The forget gate and the input gate which is 

utilized to regulate the information of cell state are 

represented in Eq. (19) as follows: 

 

𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡−1 + 𝑖𝑡 × �̃�𝑡                                (19) 

 

The value for the output gate is evaluated using 

Eq. (20) and the hidden state is evaluated using Eq. 

(21) as follows: 

 

𝑂𝑡 = 𝜎((𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑜                        (20) 

 

ℎ𝑡 = 𝑂𝑡 × 𝑡𝑎𝑛ℎ (𝐶𝑡)                              (21) 

 

Where the weight of four various types of 

matrices is represented as 𝑊𝑖 , 𝑊𝑐 , 𝑊𝑓 , and 𝑊𝑜. The 

sigmoid function is denoted as 𝜎 and the outer vector 

product is denoted as  by ×. The Bi-LSTM structure 

utilized forward and backward information of time 

series and helps to enhance the prediction and 

classification accuracy.    

4. Results and analysis 

In this research, the performance of Bi-LSTM 

after optimizing it with POA is evaluated using 

MATLAB 2020 software with system specifications 

such as Intel i7 processor and Windows 11 operating 

system. This section provides a detailed analysis to 

test the efficiency of the classifiers including Bi-

LSTM with default hyper-parameters and optimized  
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Table 1. Performance evaluation of classifiers with default hyperparameters 

Classifiers Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

KNN 86.99 87.80 85.65 86.15 

MSVM 80.85 81.52 79.43 81.17 

RF 79.53 80.13 79.66 80.89 

Bi-LSTM 91.24 89.47 87.76 88.70 

 

 

Table 2. Performance evaluation of classifiers based on optimized hyper-parameters 

Classifiers Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

KNN 90.55 90.72 91.05 91.22 

MSVM 89.86 88.69 87.16 89.73 

RF 87.67 87.35 86.85 86.33 

Bi-LSTM 93.91 93.45 92.14 93.70 

 

 

 
Figure. 2 Bi-LSTM performance for UCF101 

 

hyperparameters for datasets such as UCF101, 

HMDB51 and CCV datasets. Here, the efficacy of the 

Bi-LSTM is evaluated based on performance metrics 

such as accuracy, precision, sensitivity and F-1 score. 

The accuracy and precision are considered significant 

performance metrics to evaluate the efficacy of the 

classifier in the process of detecting videos. The 

sensitivity is determined by the total number of 

positive and negative observations which is detected 

in a total number of observations. The value of the F-

1 score is evaluated by considering sensitivity and 

precision. The formula to evaluate the 

aforementioned performance metrics is described in 

Eqs. (22-25) as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
× 100                 (22) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100                             (23) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100                          (24) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

𝐹𝑃+2𝑇𝑃+𝐹𝑁
× 100                   (25) 

 

Where TP is a true positive, TN is represented as 

a true negative, FP is represented as a false positive 

and FN is represented as a false negative. 

4.1 Quantitative analysis 

In this subsection, the efficiency of classifiers 

including Bi-LSTM is evaluated with default 

hyperparameters and hyperparameters with 

optimization. The performance is evaluated for three 

datasets namely UCF101, HMDB51 and CCV based 

on the aforementioned evaluation metrics such as 

accuracy, sensitivity, precision, and recall. Table 1 

describes the performance of various classifiers 

including Bi-LSTM with default hyperparameters 

and Table 2 describes the performance of classifiers 

based on optimized hyperparameters. The results 

from Tables 1 and 2 are evaluated for UCF101 

dataset. 

The results from Tables 1 and 2 show that the Bi-

LSTM along with the proposed IPOA attained better 

performance in overall metrics. The Bi-LSTM has 

achieved a classification accuracy of 91.24% and 

93.91% with default hyper-parameters and optimized 

hyper-parameters respectively. The better 

performance is due to the capability of Bi-LSTM to 

categorize multi-sequence videos whereas the LSTM 

is capable to classify a single input sequence. The 

graphical representation of the performance of Bi-

LSTM based on optimized parameters is represented 

in Fig. 2. 

Secondly, the performance of the Bi-LSTM with 

the proposed IPOA is evaluated with different 

classifiers such as MSVM, KNN and RF. The 

performance is computed based on accuracy, 

sensitivity, precision, and F-1 score for the HMDB51 

dataset. Tables 3 and 4 represent the performance of 

Bi-LSTM with default hyperparameters and 

hyperparameters with optimization technique for the 

HMDB51 dataset respectively.  

The results from Tables 3 and 4 show that the Bi-

LSTM along with the proposed IPOA attained better 

performance in overall metrics. The Bi-LSTM has  
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Table 3. Performance evaluation of classifiers with default hyperparameters 

Classifiers Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

KNN 84.56 85.80 83.56 84.51 

MSVM 82.96 83.52 76.34 80.65 

RF 80.81 81.13 77.87 78.76 

Bi-LSTM 90.12 87.34 85.67 86.21 

 

 

Table 4. Performance evaluation of classifiers based on optimized hyper-parameters 

Classifiers Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

KNN 91.45 88.27 89.34 90.12 

MSVM 84.86 83.45 86.78 87.37 

RF 85.71 86.68 86.20 85.14 

Bi-LSTM 94.19 90.45 91.04 92.74 

 

 

Table 5. Performance evaluation of classifiers with default hyperparameters        

Classifiers Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

KNN 83.45 83.88 84.56 81.15 

MSVM 82.10 81.25 74.47 78.54 

RF 80.22 79.31 75.86 77.23 

Bi-LSTM 88.12 85.41 87.67 84.21 

 

 

Table 6. Performance evaluation of classifiers based on optimized hyper-parameters 

Classifiers Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

KNN 89.54 85.72 86.34 88.21 

MSVM 87.34 81.54 85.89 84.27 

RF 84.17 83.11 85.24 82.22 

Bi-LSTM 90.19 88.45 89.04 91.74 

 

 

Figure. 3 Bi-LSTM performance for HMDB51 

 

achieved a classification accuracy of 90.12% and 

94.19% with default hyperparameters and 

hyperparameters with optimization technique 

respectively. This proves that the Bi-LSTM is more 

efficient than KNN, MSVM and RF. The better 

performance is due to the capability of Bi-LSTM to 

categorize multi-sequence videos whereas the LSTM 

is capable to classify a single input sequence. The 

graphical representation of the performance of Bi-

LSTM based on optimized hyper-parameters using 

IPOA for HMDB51 is represented in Fig. 3. 

Finally, the performance of Bi-LSTM with the 

proposed IPOA for hyper-parameter optimization is  

 

 
Figure. 4 Bi-LSTM performance for CCV dataset 

 

related to various classifiers such as KNN, MSVM, 

and RF. The performance is evaluated based on 

accuracy, sensitivity, precision and F1 score for the 

CCV dataset. Tables 5 and 6 represent the overall 

performance of Bi-LSTM with default 

hyperparameters and hyperparameters with 

optimization for the CCV dataset respectively.  

The results from Tables 5 and 6 show that the Bi-

LSTM along with IPOA for hyper-parameter 

optimization achieved a better classification accuracy 

of 88.12% and 90.19% for default hyperparameters  
 



Received:  May 29, 2023.     Revised: September 1, 2023.                                                                                                 28 

International Journal of Intelligent Engineering and Systems, Vol.17, No.1, 2024           DOI: 10.22266/ijies2024.0229.03 

 

Table 7. Performance analysis for different optimization 

algorithms for classification accuracy 

Optimization 

algorithms 

Dataset 

UCF 101 HMDB51 CCV 

PSO 82.34 88.11 82.86 

GWO 81.97 90.88 88.12 

WOA 85.54 85.09 85.05 

POA 90.40 92.29 89.13 

IPOA 93.91 94.19 90.19 

 

 

and hyper-parameters with optimization techniques 

respectively. Moreover, the better result of Bi-LSTM 

is due to its capability in categorizing the multi-

sequential videos where the LSTM considers only a 

single video sequence, this helps Bi-LSTM to 

achieve better performance than other classifiers. The 

graphical representation of the performance of Bi-

LSTM based on optimized hyper-parameters using 

IPOA for the CCV dataset is represented in Fig. 4. 

In Table 7, the performance of the proposed 

optimization algorithm is evaluated with the existing 

optimization techniques such as particle swarm 

optimization (PSO), grey wolf optimization (GWO), 

whale optimization algorithm (WOA) and pelican 

optimization algorithm (POA). The performance of 

the proposed and the existing optimization 

technqiues are evaluated by considering the 

classification accuracy as the common metric. The 

results from the Table 7 shows that IPOA have 

achieved better accuracy for all three datasets. For 

example, the classification accuracy of the IPOA for 

HMDB51 is 94.19% which is comparatively higher 

than the existing optimization technqiues such as 

PSO, GWO, WOA, POA with classification accuracy 

of 88.11%, 90.88%,85.09%, 92.29% and 94.19% 

respectively. 

4.2 Comparative analysis 

This section described the efficacy of the 

proposed method with existing methods utilized in 

the process of video event classification. The results 

are evaluated for three datasets such as UCF101, 

HMDB51 and CCV datasets. The results are 

evaluated by considering classification accuracy as a 

common performance metric. The proposed method 

is compared with improved residual convolutional 

neural network (CNN) [16], Bi-LSTM CNN [17], 

two-stream 3D CNN model [18] and gait event 

detection system [20]. Table 3 provides the 

comparative result of the proposed method with 

existing techniques based on classification accuracy. 

The results from Table 8 show that the proposed 

Bi-LSTM with the proposed IPOA for 

hyperparameter optimization has attained better  
 

Table 8. Comparative table 

Methods Datasets Classification 

accuracy (%) 

Improved residual 

CNN [16] 

UCF101 91.68 

HMDB51 72.6 

Bi-LSTM CNN [17] UCF101 92.22 

 

Two-stream 3D 

CNN model [18] 

UCF101 92.56 

HMDB51 75.25 

Gait Event Detection 

System [20] 

UCF101 82.6 

 

Bi-LSTM IPOA 

UCF101 93.91 

HMDB51 94.19 

CCV 90.19 

 

 

classification accuracy for all three datasets. The 

proposed method achieved a classification accuracy 

of 93.91%, 94.19%, and 90.19% for datasets such as 

UCF101, HMDB51 and CCV respectively. These 

experimental results are comparatively higher than 

the existing techniques. The better classification 

accuracy is due to the process of hyper-parameter 

optimization using IPOA and the utilized Bi-LSTM 

aids in recognizing multi video sequences with better 

accuracy.   

5. Conclusion  

In this research study, an improved pelican 

optimization algorithm (IPOA) is proposed to 

optimize the hyper-parameters which aids in better 

classification accuracy using a Bi-LSTM classifier. 

The input data is obtained from three datasets such as 

UCF101, HMDB51 and CCV which consist of 

various types of sequential videos. The extracted 

output is comprised of high dimensional vectors 

which affect the classification performance of the 

whole model. So, improved GWO is utilized to 

extract the features and the hyper-parameters are 

optimized using the proposed IPOA. Due to hyper-

parameter optimization, better classification accuracy 

is obtained using Bi-LSTM. The proposed method 

obtains better classification accuracy of 93.91%, 

94.19%, and 90.19% for datasets such as UCF101, 

HMDB51 and CCV respectively. In the future, 

hybridization can be performed to optimize the 

hyper-parameters and enhance the classification 

accuracy. 

Notation list   

Parameter Description 

𝑁 Normalized image 

𝑉𝑚𝑎𝑥 Maximum intensity of the video 

pixels 
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𝑉𝑚𝑖𝑛 Minimum intensity of the video 

pixels 

[𝑋0, 𝑋1, … , 𝑋𝑙−1] Concatenation of the feature map 

𝑋𝑙(. ) Composite function 

(𝐻𝑙) Concatenation operator 

𝑘0 Layer of the input channel 

𝐹𝑀 Feature Map 

𝐵 Best features 

𝑟1 and 𝑟2  Random values lies in the range 

[0,1] 

𝑑 Decision variables 

𝑋 Search space 

𝑙𝑖 Lower boundaries 

𝑢𝑖 Upper boundaries 

𝑁𝑟 Number of independent 

implementations 

𝐵𝐶𝑆𝑖  Best candidate solution 

𝜎 Sigmoid function 

𝑖𝑡 Input gate  

𝑜𝑡 Output gate 

𝑓𝑡 Forget gate 

𝑥 Input for LSTM 

× Outer vector product 

ℎ Hidden state 
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