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Abstract: Outliers can cause the results of the analysis to be biased. Two approaches to dealing with existing outliers 

are removing the outliers or modifying the method used. Commonly used methods like machine learning (ML) often 

require enhanced robustness in predicting outliers. One such method is decision tree regression (DTR). However, the 

DTR method has limitations as it does not consider outliers and makes predictions at leaf nodes based on central values 

of the data, which can introduce biases into the results. One of the algorithm that retains outliers is the M-estimator 

from robust regression. This study proposes a modification of the M-estimator for DTR by using Huber weights on 

leaf nodes for DTR predictions. We used five regression datasets sourced from UCI. The results are that the dataset 

with outliers provides better predictions on the concrete dataset, superconductivity dataset, Boston dataset, and Airfoil 

dataset having the best mean absolute error (MAE) of 3.963, 9.140, 2.021, and 1.644, with QSAR fish toxicity the 

only exception, where has the best MAE of 0.522 for the outlier remover dataset. 
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1. Introduction 

An outlier is a case that describes the 

characteristics of a difference. The existence of 

outliers [1] in the data set is one of the problems 

which can cause the data variance to become more 

prominent, which can cause the analysis results to be 

biased. 

Research on the problem of outliers has started to 

increase. Many studies have shown the existence of 

outliers interfering with the analysis results, such as 

machine learning (ML) analysis meathods [1-3]. ML 

algorithms tend not to study complex outlier data [4] 

and are sensitive to outliers [5]. This approach causes 

research to remove outlier data [1, 2]. Eliminating 

outliers in the dataset causes the possibility of losing 

important information because not all outlier data are 

errors [6]. 

Another approach is modifying the ML algorithm, 

which makes it unnecessary to remove outlier data. 

The ML method was modified [7] in support vector 

regression with one of the Robust estimates, namely 

least squares twin. In addition, there is also a 

modification [3] by adding a probabilistic tree 

algorithm to one of the ML algorithms, namely the 

random forest classification. 

Another ML method that has not modified the 

algorithm to be able to make predictions with outlier 

datasets is the decision tree regression (DTR). The 

traditional DTR model [8] has weaknesses, such as a 

tendency to overfit small training datasets and 

suboptimal performance, as each leaf node relies on 

a single prediction result obtained from the mean [6] 

or median [9]. Thus, modifications made to the DT 

leaf node will provide better predictive results [6]. 

The DTR method in several studies has poor result 

accuracy [8] compared to other ML methods. 

However, some studies show the performance of 

DTR as the best method [10, 11]. 

Regression analysis can be used to increase the 

predictive performance of the DTR leaf nodes. 

Robust regression is one of the regression methods 

that resist outlier data [6]. Robust regression has 

several estimates, one of which is the M-estimator. 

The traditional M-estimator uses random weighting. 

However, random weighting can be changed using 
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Huber weighting, which is more accurate in 

predicting results. Still, one of the primary limitations 

of M-estimator is its computational complexity, 

which can lead to significantly longer computation 

times than other estimation methods [3].  

This study aims to assess the potential 

improvement in prediction accuracy of DTR when 

handling data containing outliers by integrating an 

M-estimator for modeling at the leaf nodes. The 

advantage of the M-estimator method is its ability to 

handle data with outliers. The DTR algorithm can 

partition the data into smaller sub-data and minimize 

the computation of the large M-estimator [1]. 

Additionally, we replace the random weighting in the 

M-estimator with Huber weighting. 

This article consists of the following parts. The 

first chapter briefly introduces the DTR and 

Regression Robust. Section 2 discusses the research 

methods. After that, we show the experimental results 

in section 3. Finally, we conclude and future work the 

whole paper in section 4. 

2. Research methods 

The approach method in this study uses 

supervised learning with modified DTR. Unlike 

previous research [2], this research does not use data 

pre-processing. This study conducted supervised 

learning for predictions. 

2.1 Outlier detection 

In detecting the existence of outliers data in the 

dataset used in this study, we can check outliers using 

Cook's distance method and the studentized residual 

method. These methods work by considering the 

residuals from the linear regression analysis, ordinal 

least square (OLS) estimation [12]. In the regression 

analysis, an estimated value or prediction results from 

the feature variable's value. The case of the 

relationship or influence of two or more feature 

variables is called multiple regression analysis [13], 

with the general equation as follows: 

 

�̂�𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + ⋯ + 𝛽𝑘𝑥𝑖𝑘 + 𝜀𝑖, 𝑖 = 1, … , 𝑛  (1) 

 

where �̂�𝑖  : Prediction variable labels 𝑖 ; 𝛽0  : 

Constant; 𝛽1 : Features parameters; 𝛽𝑘 : features 

variable parameter 𝑖𝑘; 𝑥𝑖𝑘  : features variable 𝑖𝑘; 𝑥 : 

features variable; and 𝜀𝑖 : Residual variable 𝑖. 
The relationship with the outlier regression 

analysis can cause several things, such as large 

residuals from the model formed, the variance in the 

data becomes more considerable; the data interval has 

a wide range. Thus, linear regression, especially OLS, 

can be used to check outliers by using the residual 

results of predictions using OLS estimates. 

Residual results using OLS estimation, it can be 

defined as the standardized residual  of observation i 

as in the Eq. (2) [14]. 

 

𝐼𝑖𝑠 =
𝑒𝑖

𝑀𝑆𝐸√(1−ℎ𝑖𝑖)
   (2) 

 

where 𝑒𝑖 is the residual of observation 𝑖, ℎ𝑖𝑖 is the 

leverage value, and the MSE value is the mean square 

error. The results of the standardized residual will 

then be used to calculate the studentized residual (𝑆𝑖) 

value, using Eq. (3). 

 

𝑆𝑖 =  𝐼𝑖𝑠 (
𝑛−𝑘−2

𝑛−𝑘−1−𝐼𝑖𝑠
2 )

1/2

   (3) 

 

The calculation as Cook's distance can use in Eq. 

4 [14]. 

 

𝐷𝑖 =
1

𝑝
𝑟𝑖

2 ℎ𝑖𝑖

1−ℎ𝑖𝑖
,     i = 1,2,3, . . , k   (4) 

 

where 𝐷𝑖 is the product of observation i between 

the standardized residual 𝑟𝑖 , 𝑝  is the number of 

variables and the leverage value ℎ𝑖𝑖. 

Studentised residual evaluates based on 

studentised scores, where if the value of studentised 

is more than 2 or less than -2, then the data is said to 

be an outlier [15]. In Cook’s distance, consider the 𝐷 

value [16]. If the distance value is more than 4 

divided by the number of observations, it is the outlier. 

A data is said to be an outlier if the value is 𝐷𝑖 >
4

𝑘
, 

where 𝑘 is the number of observations. 

2.2 Huber M-estimator 

Choosing a robust method for outliers in a data 

set containing outlier values is essential to get a 

robust model against outliers [17]. Estimates on 

robust regression provide a valid prediction for most 

data [15].  

Algorithm 1 uses the objective function to find 

the weighting function in robust regression. The 

weighting functions commonly used in robust 

regression is Huber [18]. One of the robust regression 

estimates is the M estimate. The smaller the c value 

in the M-estimator, the more excellent the resistance 

of the prediction to outliers [15].  

The efficiency and breakdown point is an internal 

terms in the robust regression. Efficiency is to 

describe how good a robust estimate is. Meanwhile, 

the breakdown point is the minor fraction or 

percentage of the data, that is, outliers or data  
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Algorithm 1. Huber M-estimator prediction 

Algorithm: Huber M-estimator prediction 

Input: Training data 

Output: Model Huber M-estimator prediction 

Proses: 

1. Input labels (Y) and features (X) 

2. Changing the value of the label in vector form 

3. Changing feature values in matrix form 

4. Transpose the X-matrix 

5. Calculating intercept values with OLS 

estimates 

6. The initial predictions with OLS estimator 

7. Calculate the error from Step 6 

8. Calculating the estimated value of a robust 

scale (constant value) 

9. Calculate the weighted error value 

10. Huber weighting (in a matrix) 

11. Calculating the intercept value with the M-

estimator 

12. Calculating predictions of the M-estimator 

13. Calculate the error from Step 12 

14. Repeat Steps 8-11 until the value of the error 

metric E converges for the specified number 

of iterations 

15. Return the model to mathematical equations 

 

 

grouped at the far end of the distribution that the 

estimator can tolerate without producing biased 

results [15]. So, the higher an estimate's efficiency 

and breakdown point, the more resistant a model is in 

analyzing data containing outliers [19]. 

The M-estimator is also known as a weighted 

OLS estimator because in the M-estimator, the used 

predictions of the OLS estimator as initial predictions. 

Then this predicted value would get an error and be 

weighted to get a better predictive value [15]. 

Furthermore, the error from this prediction uses to 

predict the M-estimator. The S value in Algorithm 1 

has a constant value. In the fourteenth step, stop 

iterations until the number of convergent errors or 

reach the maximum iteration limit. 

In the M-estimator, additional weighting can be 

done using Huber weighting. The value of c = 1.345 

at Huber provides substantial resistance to outliers 

and produces a relative efficiency of approximately 

95% [15]. This M-estimator makes M-estimator, with 

Huber weighting, able to make M-estimator have a 

relative efficiency of roughly 95%. 

2.3 Decision tree regression 

The DTR is a method with a tree structure 

included in Supervised Learning. This method can 

work for classification and regression. The DTR  
 

 
Figure. 1 Decision tree regression structure 

 

divides the data several times according to specific 

feature threshold values. The process of dividing this 

data is done to break the data into smaller and more 

homogeneous label values. Different subsets of the 

data set of through splitting, each instance belonging 

to one subset. 

Data division is done based on the value of the 

criteria used. We use the error criteria to build a tree. 

The error value also determines the best threshold 

value and the best feature with the smallest error 

value. The process in the decision tree begins by 

creating a root node. The last subgroup is the terminal 

node or leaf node, and the intermediate subset is the 

internal node or split node [20]. The process at the 

root node determines the feature that most influences 

the label to serve as feature splitting. The best 

threshold values are also selected from each feature 

to divide the data on that feature. This step also 

applies to internal nodes. 

Various algorithms can use to grow trees and to 

make leaf node predictions. Determining when the 

internal node should have broken down into leaf 

nodes can be done by measuring the error. If the error 

in the internal node exceeds the leaf node, then 

additional leaf nodes can do. However, if it's the other 

way around, the internal node is a leaf node. Several 

data concentration measures can use to predict the 

results at each leaf node, namely the mean, median, 

and so on from the training data at each leaf node. 

2.4 Modification decision tree regression 

This study proposes modifying the method (Fig. 

2) to deal with datasets with outliers. This 

modification involves an M-estimator with Huber 

weights. The change focuses on the model building 

at each DTR leaf node. As in Fig. 2, the leaf node will 

have a predicted value obtained from the 

mathematical model. DTR generally uses centralised 

data for the predicted value at each leaf node. 

In building a tree (Algorithm 2), criteria are 

needed to determine the branching nodes. We use the  
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Figure. 2 DTR with Huber M-estimator 

 

Algorithm 2. DTR with Huber M-estimator 

Algorithm: Decision Tree Regression with Huber 

M-Estimator 

Input: Training data; criteria Mean Absolute 

Error; Maximum leaf nodes 

Output: Decision Tree Regression with M-

Estimator on Leaf nodes 

Process: 

1. Initialise an empty tree 

2. Initialise the criteria function (criteria MAE) 

and maximum leaf node 

3. Run the loop as long as it does not meet the 

maximum leaf node conditions 

4. Find the features and threshold values that 

provide the best data separation using the 

criteria 

5. Create two new branches of the tree 

according to the features and threshold values 

found 

6. On the left branch, only data that has a feature 

value less than or equal to the threshold is 

processed 

7. On the right branch, only data that has a 

feature value more significant than the 

threshold is processed 

8. Continue dividing the data using 3-7 if it does 

not meet the maximum leaf node conditions. 

9. Create a Huber M-estimator model using 

sample data trains at each leaf node 

10. Return tree 

 

 

MAE criteria. The research uses recursive binary 

splitting to divide the numerical and categorical 

features into binary. Divide data into sub-nodes with 

the best threshold value. The best threshold value is 

the value of the data divider with the most petite 

MAE at a node. 

The number of nodes in the leaf node (minimum 

leaf node) is limited to prevent overfitting [21]. 

Another limitation that we use is the maximum 

number of samples in each leaf node built, and this is 

to make it easier to build the model in the leaf node. 

Tree building will stop when the limit is reached. 

The traditional DTR leaf node uses the average or 

median value to produce one predicted value for each 

leaf node. Thus, data that enters the same leaf node 

will have the same predictive value, so the large 

number of value labels in the DTRmaking biased 

results. Making leaf nodes uses regression modelling 

to make the prediction results more precise and avoid 

bias in the prediction results. Thus, Algorithm 2 in 

line 19 is the modification we propose which the leaf 

node DTR will partition the data and then use robust 

regression modelling with an Huber M-estimator on 

the leaf nodes to create a model for each leaf node. 

2.5 Evaluation criteria 

Test evaluation can do using several methods of 

performance measurement. The results of the 

research do expect to achieve the best results. 

However, it is inevitable that, in practice, it will take 

more work to achieve 100% correct results. In this 

study, performance evaluation uses the mean 

absolute error (MAE). MAE is the average absolute 

error value of the predicted error results (Eq. (2)). 

This measurement does not pay attention to the 𝑀𝐴𝐸 

positive or negative values. 

 

𝑀𝐴𝐸 =
∑ |𝑦𝑖−�̂�𝑖|𝑛

𝑖=1

𝑛
   (2) 

 

The error values are typically not averaged to 

quantify the magnitude of the errors, considering the 

variations in both positive and negative values. So, if 

you add it up, the error value will be small. The error 

must be made into an absolute number or squared and 

then averaged to avoid this. The advantage of MAE 

is that it is resistant to outliers and unaffected by 

significant errors [22]. 

3. Result and discussion 

This section will explain the five data sets in the 

study, as shown in Table 1. The data sets in this study 

came from UCI Machine Learning Repository [23]. 

To test the performance of the built model, divide the 

dataset by 80% for training data and 20% for testing 

data for the five datasets.  

Several studies with several different methods 

have used these five datasets. The concrete 

compressive strength dataset [24] has been analysed 

with DT using k-fold cross-validation. The research 

[25] used the QSAR fish toxicity, concrete  
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Table 1. Regression dataset 
Dataset Attributes Instance Reference 

QSAR fish toxicity 7 908 [26] [25] 

Concrete  9 1030 [27] [25] 

Superconductivity 81 21263 [28] 

Boston Housing 14 507 [25] [29]  

Airfoil Self Noise 6 1503 [25] [29] 

 

 
Table 2. Outlier observation 

Dataset Cook’s D Studentised 

QSAR fish toxicity 69 51 

Concrete  79 51 

Superconductivity 754 977 

Boston Housing 30 25 

Airfoil Self Noise 114 81 

 

 

compressive strength, Boston housing, and Airfoil 

self noise datasets, with 20% for data testing. 

QSAR fish toxicity dataset is a dataset that 

predicts acute aquatic toxicity to Pimephales 

promelas (Fathead Minnow). The number of 

instances in this dataset is 908, consisting of 6 

features and one label, namely LC50. The LC50 

variable is the concentration that causes death in 50% 

of fish. In comparison, the features in this dataset are 

molecular. 

The concrete compressive strength dataset is a 

dataset for measuring the compressive strength of 

concrete. Where concrete compressive strength is a 

function of age and components of the mixture in 

manufacturing concrete, this dataset consists of 9 

attributes, where one attribute is a label, and 8 

attributes are features. The concrete compressive 

strength attribute is a label, while the mixed 

components are features of essential and additional 

components. The trigger for outliers is the different 

components, namely blast furnace slag, fly ash, and 

superplasticizer. The function of these three 

components is to affect the strength of the concrete. 

So, this feature from being not removed because it 

affects the power of the concrete. 

The superconductivity dataset is a condition in 

some materials at low temperatures, so this dataset 

can predict critical temperatures where features are 

chemical elements. Research conducted by [28] used 

20 of the 80 features in the Superconductivity dataset. 

So this study also used 20 features and one label. 

The algorithm performance evaluation will be 

carried out using training for datasets with outliers 

and datasets that have removed outliers by sampling 

the same training data in each data set and using it to 

predict the same test data. Our evaluation executes 

two algorithms: DTR with M-estimator as the 

proposed method and M-estimator without DTR as 

the baseline method. Both algorithms use the 

distribution of 80% training data and 20% test for the 

five proposed datasets (see Table 1).   

The outlier remover in this study involves 

additional methods to check the number of outliers in 

the dataset used. Checking for outlier data in the data 

set can use Cook's distance analysis [30] and the 

studentized residual method [31]. The number of 

outlier observations for these five datasets is 

presented in Table 2. We will consider the results of 

checking outliers for outlier removal, which helps 

evaluate the performance of the proposed method. 

The Table 2, in the QSAR fish toxicity dataset, 

some observations are outliers from Cook's distance. 

The limit value of this dataset for Cook's distance is 

0.004, obtained from 4 divided by the number of 

cases. Data that passes this value is an outlier 

observation. There are 69 outliers in the dataset. 

Meanwhile, the Studentized detection results found 

51 objects as outlier observations or around 5.62%. 

The concrete compressive strength dataset has 69 

outlier instances from the results of checking Cook's 

distance (see Table 2). Outlier checking results on the 

Superconductivity dataset using the Cook's distance 

method using a limiting value of 0.0002 obtained 754 

outlier observations, and 977 instances of 

Studentized Residual in the Superconductivity 

dataset are outliers.  

In the Boston dataset, 30 out of 507 instances are 

outliers obtained using Cook's distance. Meanwhile, 

the results of 25 instances of Studentized Residual are 

outliers. Outlier checking results for the 114 instances 

of the Airfoil Self Noise dataset are outliers from 

checking Cook's distance, and 25 instances are 

outliers from checking studentized residual. 

The presence of outliers in the Boston housing 

dataset led the study [1] to perform outlier removal to 

improve prediction evaluation results and achieve 

good outcomes for the utilized Lasso regression 

analysis. Dealing with outliers in the data can be 

approached through other methods, such as adding 

weights to balance outlier observations with standard 

observations. 

This study works by incorporating weighting to 

overcome outliers in the dataset using M-estimation 

with Huber weighting. Using an M-estimator 

provides good results in predicting datasets with 

outliers, yielding satisfactory evaluation performance 

[32]. The previous weighting addition has been 

investigated in [25] using granular scaling and 

achieved the best accuracy. 

Fig. 3 shows how our modification generates a 

DTR with the M-estimator on the QSAR fish toxicity 

dataset using 726 training data. The M-estimator  
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Figure. 3 DTR with M-estimator for predict QSAR fish toxicity  

 

Table 3. Result of comparison between methods 

Dataset Reference Method MAE RMSE 

QSAR fish toxicity [25] GEN 0.791 - 

Ridge 0.769 - 

Baseline M-estimator (with outlier) 0.599 0.637 

M-estimator (remove outlier) 0.541 0.491 

Proposed method DTR M-estimator (with outlier) 0.583 0.622 

DTR M-estimator (remove outlier) 0.522 0.498 

Concrete [25] GEN 4.348 - 

Ridge 8.100 - 

[24] Decision Tree Regression (k = 10) 5.210  - 

[29] ABRF 4.677 - 

Baseline M-estimator (with outlier) 7.476 9.520 

M-estimator (remove outlier) 7.625 9.621 

Proposed method DTR M-estimator (with outlier) 3.963 31.401 

DTR M-estimator (remove outlier) 4.666 38.902 

Superconductivity Baseline M-estimator (with outlier) 14.974 19.635 

M-estimator (remove outlier) 14.611 18.900 

Proposed method DTR M-estimator (with outlier) 9.140 14.944 

DTR M-estimator (remove outlier) 10.549 38,640 

Boston Housing [1] Lasso - 2.833 

[25] GEN 3.051 - 

Ridge 3.926 - 

[29] ABRF 2.520 - 

Baseline M-estimator (with outlier) 3.028 4.316 

M-estimator (remove outlier) 2.560 3.556 

Proposed method DTR M-estimator (with outlier) 2.021 2.772 

DTR M-estimator (remove outlier) 2.181 4.176 

Airfoil Self Noise [25] GEN 3.288 - 

Ridge 3.545 - 

[29] ABRF 2.066 - 

Baseline M-estimator (with outlier) 3.474 4.403 

M-estimator (remove outlier) 3.202 3.996 

Proposed method DTR M-estimator (with outlier) 1.644 2.527 

DTR M-estimator (remove outlier) 1.952 2.753 

 

 

coefficients for each feature show how these 

contribute to changes in the LC50 predictions of the 

QSAR fish toxicity dataset tested in our proposed 

method. We get four leaf nodes in this dataset which 

are the best for making predictions. In the leaf node 1 

model, the highest regression coefficient is 1.55. The 

intercept value is 2.66, which shows the predicted 

value when eight features are with zero, then the 

expected value for LC50 is 2.66. The MAE values the 

use as an evaluation for each leaf node. The leaf node 

has a more petite MAE compared to its internal node. 

Other information is the number of data train samples 
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at each node. Each dataset has a different number of 

leaf nodes and a different M-estimator model. 

Performance measurement uses the mean 

absolute error (MAE). As shown in Table 3, the DTR 

method with the M-estimator outperforms those 

without DTR. Table 3 shows that without DTR, 

outlier removal has a superior performance to 

removing outliers for four datasets concrete datasets, 

superconductivity datasets, Boston housing datasets, 

and Airfoil self noise datasets, except for the QSAR 

fish toxicity dataset. This result shows that the M-

estimator learning scheme on leaf nodes helps 

improve traditional DTR performance and conquer 

the problem of outliers in the dataset. 

Research by [25] used the granular elastic 

network (GEN) method as one of the methods 

proposed and tested for several UCI datasets. The 

GEN method is the best in research [25], used to deal 

with multicollinearity problems in data. The four 

datasets in the study [25] are the same as the datasets 

used in this study QSAR fish toxicity datasets, 

concrete datasets, Boston housing datasets, and 

Airfoil self noise datasets. 

QSAR has a result for the data test, which is 0.791. 

The results of [25] are more significant than the 

findings in this study using the outlier remover 

dataset with the proposed modification, MAE 0.522. 

For performance without DTR the M-estimator has 

more minor results in the dataset with the outlier 

remover compared to using the outlier dataset. 

However, the difference in results is less than 0.1, so 

the proposed method is quite good and can be 

considered. 

A new approach called ABRF (the attention-

based random forest) and its modifications for the 

attention mechanism to apply the random forest (RF) 

by [29]—the datasets used in this study are Concrete 

datasets, Boston housing datasets, and Airfoil self 

noise datasets.  

The concrete dataset is one of the datasets used to 

test the proposed method. The results obtained in 

Table 3 show that the proposed method can conquer 

the outlier problem in the concrete dataset by having 

an MAE of 3.963, the value of the DTR with the M-

estimator, without eliminating outlier observations. 

This dataset was also tested using the DTR with the 

10 k-fold methods [24], which obtained an MAE 

value of 5.210, and the proposed ABRF method [29] 

received an MAE of 4.677. 

The MAE results were not better when compared 

with the evaluation results of the concrete dataset in 

this study. Thus, the proposed modifications can 

excel in the case of Concrete dataset outliers. Testing 

data with outliers on the superconductivity dataset 

performs well on the DTR with the M-estimator. The 

DTR M-estimator obtains an MAE of 9.140 (see 

Table 3), whereas when eliminating outliers in the 

dataset, it obtains a larger MAE of 10.549 (see Table 

3). 

The proposed GEN method [25] and the ABRF 

method [29] used as much as 20% of the Boston 

housing dataset for the test, obtaining MAE values of 

3,051 and 2,520. Our test better evaluates the 

proposed DTR M-estimator using a dataset with 

outliers, with an MAE of 2.021. Our fifth dataset, the 

Airfoil Self Noise dataset, also better estimates the 

proposed DTR M-estimator using a dataset with 

outliers, with an MAE of 1.644. These results also 

performed better than the GEN method [25] and the 

ABRF method [29], which have MAE 3.288 and 

2.066. 

4. Conclusion 

We introduce the Huber-weighted M-estimator 

model for each leaf node of the constructed DTR. We 

analyse the difference between the dataset with 

outliers and the dataset remover outliers to prove the 

effectiveness of the proposed method. Experiments 

on five commonly used machine learning datasets 

show that the DTR with the Huber M-estimator 

outperforms the datasets with outliers, except for the 

QSAR fish toxicity dataset. In addition, we prove 

through comparative experiments that the Huber M-

estimator inputted with DTR is better than the Huber 

M-estimator without DTR. This study also obtained 

better results when compared to previous studies so 

that this study could optimise the results of the 

analysis on outlier datasets. 

For the development of future research, we can 

add other outlier datasets in the study to test the 

Huber M-estimator. Furthermore, the addition of 

other robust regression estimation methods, such as 

the MM-estimator, LTS-estimator, and other 

estimators, can also be carried out. 
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