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Abstract: Human activity recognition (HAR) has become a highly researched area with numerous practical 

applications in public safety. Deep learning has revolutionized HAR by introducing novel approaches to tackle its 

challenges. Abnormal activity recognition enables prompt intervention and enhances public safety. Presently vision-

based activity recognition techniques mainly use recurrent neural network (RNN) architectures like LSTM to handle 

sequential data dependency. However, this approach struggles to capture the spatial information between consecutive 

frames in video data, limiting their ability to learn spatiotemporal patterns. To address this issue, we introduce a layer 

called ResAttenConvLSTM2D, a variant of the ConvLSTM layer, and propose a novel architecture for solving the 

abnormal activity recognition problem. In the residual attention model, attention is applied to the residual connections, 

enabling the network to concentrate on portions of the input by calculating the attention score at each time iteration 

during model training. In addition, the proposed approach addresses the challenge of limited resources in handling 

video data by employing robust key frame extraction methods using an unsupervised K-Means algorithm. The 

proposed architecture is tested for benchmark datasets, i.e., AIRT Lab, hockey fight, and abnormal human activity 

with a classification accuracy of 90%, 96%, and 99% respectively, showing comparable accuracy or complexity 

compared to the state-of-the-art (SOTA) approaches.  

Keywords: Abnormal activities, Intelligent video surveillance, Convolutional long short-term memory, Self-attention, 

Deep learning. 

 

 

1. Introduction 

In today's era, technology plays a prominent role 

in shaping and influencing human lives. As we strive 

for safer living environments, automated smart 

surveillance emerges as a crucial need of the hour. 

Given the challenges and complexities of modern 

society, there is a growing demand for automated 

smart surveillance systems. Human activity 

recognition is a key contributing research area in the 

development of flawless automated smart 

surveillance systems [1]. In the context of human 

activity recognition, normal activities are typically 

defined as common and frequently occurring 

activities, like walking, running, and jumping. On the 

other hand, abnormal activities are defined as 

infrequent or potentially threatening activities, such 

as fighting, falling, or engaging in violent behaviour. 

However, the concept of abnormal or anomalous 

actions varies depending on the subject and context.  

Abnormal activity detection is beneficial for 

identifying unusual behaviour that could pose a threat 

to individuals or groups. It can be helpful in detecting 

early warning signs in patients with Alzheimer's or 

dementia, allowing caretakers to provide proper 

assistance [2]. Embedding intelligence for abnormal 

human activity in automated surveillance [3] helps in 

improving accuracy. This is because abnormal 

activities often account for a small fraction of the 

total activities, and may be easily missed by 

traditional activity recognition systems. 

The research on identifying abnormal or 

anomalous activities in surveillance videos is an 
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arduous and complex task due to various factors like 

the subjective nature of defining what constitutes 

abnormal behaviour, limited availability of annotated 

data for training models, low resolution in 

surveillance footage, intra/inter-class variations [4]. 

Traditional approaches for abnormal activity 

detection rely on handcrafted features and rule-based 

algorithms [5], which often require domain expertise 

and extensive tuning to achieve satisfactory results. 

However, with the recent advances in deep learning 

[6], there has been a growing interest in developing 

data-driven models for abnormal activity detection 

that can automatically learn relevant features and 

patterns from the data. 

In this context, various deep learning methods 

were proposed, such as convolutional neural 

networks (CNNs), recurrent neural networks (RNNs), 

and autoencoders which resulted in promising 

outcomes in detecting abnormal events and activities 

from videos and sensor data. 

The motivation behind implementing an AI-

powered automated surveillance system to detect 

human abnormal behavior is to enhance safety in the 

lives of the elderly and patients, minimize criminal 

activities and public asset loss resulting from theft, 

mitigate workplace harassment, and reduce instances 

of violence.  

In our research, we devised a model to recognize 

abnormal human activity. This model has been 

constructed using two-dimensional LSTM 

convolution and a novel layer which is an 

amalgamation of attention mechanisms and residual 

connections. In our work, important frames from 

video sequences were extracted using unsupervised 

techniques, and these key frames were then used as 

input to our model. This strategy was employed for 

making the model less complex and resource-

intensive. The proposed technique is compared with 

two strong baseline methods, the two-dimensional 

LSTM convolution model, and the LSTM model. We 

carried out a comparison study using multiple metrics, 

like accuracy, precision, F1 score, area under the 

ROC curve, etc., to evaluate the effectiveness of our 

suggested approach for recognizing abnormal human 

activities. 

Our findings show that the proposed 

ResAttenConvLSTM2D neural network design 

offers performance on par with standard baseline 

topologies, rendering it an acceptable and viable 

option for abnormal human activity identification. 

The following points make up the author’s 

contribution: 

 

1. A modified unsupervised approach for extracting 

keyframes from videos to provide a better 

representation of the video. 

2. The development of the ResAttenConvLSTM2D 

residual attention convolutional recurrent layer, a 

variant of the standard ConvLSTM layer that 

combines both the residual and attention concepts 

with the ConvLSTM layer. 

3. Creating an architecture employing the recently 

developed ResAttenConvLSTM2D layer to solve the 

issue of abnormal human activity recognition. 

4. The approach suggested incorporates autonomous 

feature extraction using deep learning techniques, 

which eliminates the necessity for conventional 

feature extraction engineering. 

5. The proposed model's testing on three diverse 

datasets reveals its promising ability to generalize 

learned patterns and achieve accurate prediction of 

abnormal human activities across various situations. 

 

The detailed study is arranged as follows: Section 

2 reports a summary of present approaches in the 

literature for abnormal human activity recognition, 

section 3 focuses on baseline architecture design and 

proposed residual-attention architecture and dataset 

details used in this study; section 4 provides the 

experimental findings and analysis; section 5, author 

conclude the paper with a conclusion and future 

scope.  

2. Literature review  

Abnormal activity detection is a significant 

component of human activity recognition, as it can 

provide early detection of anomalies, improve 

accuracy, and enhance security in several domains, 

such as healthcare, surveillance, and security. Many 

research efforts have been done with the goal of 

identifying abnormal activity, covering a range of 

issues, including model architecture, input 

representation, feature selection, hyperparameter 

tuning, and dataset characteristics. Researchers 

explore different approaches and techniques to 

improve accuracy and effectiveness, leading to a 

diverse set of tailored solutions for specific contexts 

and datasets.  

This section encompasses a summary of the 

prominent notable and relevant works aimed at 

solving the HAR problem. Since this paper focuses 

on video data, we only consider vision-based HAR 

techniques. The HAR approaches may be broadly 

categorized into the below-mentioned strategies, 

according to published research. 

2.1 Traditional methods 

Traditional methods typically involve methods 

for extracting handcrafted features, encoding 
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algorithms for feature representations, and machine 

learning algorithms for classification tasks. The 

feature extraction methods broadly cover the local 

and global features. The local features capture 

distinctive characteristics within an image, such as 

corners, edges, or textures. Techniques like SIFT and 

SURF compute these features and offer robustness 

against variations in scale, rotation, and illumination 

[7]. Global features like color histograms, texture 

descriptors, or statistical moments provide a higher-

level representation of the image content [8]. In the 

feature extraction part, previous methods primarily 

relied on low-level trajectories, image directs, and 

consistent patterns. These methods aimed to capture 

basic visual or spatiotemporal information from the 

data [9]. Trajectory-based methods suffer from the 

challenges like occlusion, shadows, and crowded 

scenarios. To address these issues the researchers 

employed histogram of optical flow (HOF), 

histogram of motion direction (HMD), and 

spatiotemporal gradient techniques for feature 

extractions [10]. Working with UMN dataset, C. Wu 

et. al. [11] employed GMM (Gaussian mixture 

models), optical flow analysis, and fuzzy C-means 

clustering techniques. Most of the hand-crafted 

features like VLDA or BOW [12] are specific to the 

datasets and lack a generalized feature extractor 

model for human activity recognition. In order to 

improve the efficacy of human activity systems, 

researchers investigated conventional machine 

learning approaches and utilized classification 

algorithms such as KNN (K-nearest neighbours) [13] 

and SVM (support vector machines) [14]. However, 

these algorithms face challenges such as time-

consuming processes, labour-intensive requirements, 

and the intricate nature of feature engineering.  

Nowadays researchers have transitioned towards 

deep learning approaches with the advancement of 

technology and increased availability of data, to 

tackle the limitations inherent in traditional methods. 

2.2 Deep learning methods 

In computer vision, recent research emphasizes 

deep learning's automatic feature extraction and 

classification, employing end-to-end architectures for 

complex tasks like human activity recognition. 

Gholamrezaii et al. [15] used a 2D CNN with stride-

based pooling to enhance human activity recognition 

by reducing computation time while maintaining or 

improving model performance. Researchers have 

suggested using 3D filters instead of 2D filters to 

extract spatiotemporal features from video frames, 

enhancing feature learning [16].  

Roberta Vrskova introduced a novel dataset for 

abnormal activity recognition, with less voluminous 

than UCF crime, and proposed a novel ConvLSTM 

architecture. Recognition accuracy quoted was 

96.19%, leaving room for improvement due to the 

dataset's novelty [17]. 3D CNNs and Conv-LSTMs 

exhibit the ability to capture spatio-temporal features 

within videos and have showcased their effectiveness 

in accurately detecting instances of violence. The 

author presented comprehensive end-to-end 

architectures for both approaches, yielding 

impressive recognition accuracy. However, it is 

worth noting that these architectures are 

characterized by their considerable model complexity. 

Videos are segmented into chunks of 16 frames each. 

These chunks are then further split into training and 

test sets. This division sometimes leads to the 

inclusion of similar frames in both the training and 

test sets, which can contribute to achieving higher 

accuracy in the results [18]. 

Researchers often employ pre-trained networks 

such as VGG16, VGG19, and inception V2 to 

overcome limitations related to limited training data 

or to expedite the training process. A ResNet-50 

model that has been pre-trained is employed to 

capture features from the video frames. Subsequently, 

these extracted features are channelled into a 

ConvLSTM block for further processing. The 

accuracy results for binary classification for the 

Hockey fight dataset was 89%, which can be further 

improved using better convolution LSTM 

architectures [19]. In recent years generative models 

have become popular for abnormal activity 

recognition from video sequences. Sabokroul et al. 

[20] proposed an innovative technique for anomaly 

detection in surveillance settings by harnessing the 

power of generative adversarial networks. The 

approach of a generative models for human activity 

recognition may struggle with complex motions, 

require large datasets, lack transparency, and risk 

generating unrealistic data. 

2.3 Attention-based mechanism 

Attention-based mechanisms have emerged as a 

prominent technique in deep learning, specifically 

within the domains of sequence modelling and 

natural language processing. These mechanisms 

empower models to concentrate on specific 

components of the input data, imparting varying 

levels of significance or attention to individual 

elements. Recent studies have shown that deep 

earning approaches combined with attention 

mechanisms work well for various applications,  
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Figure. 1 Flow diagram for the proposed system 

 

 

lincluding, speech recognition, language translation, 

image captioning, and video classification.  

For identifying human activity, several research 

emphasize choosing the RGB video's focus. A soft 

attention method proposed by S. Sharma et.al. [21] 

learns to concentrate exclusively on video data and 

can identify the action after a few speedy glances at 

the RGB video.  

The application of attention processes to the 

detection of human activity from sensor data has 

produced noteworthy outcomes [22]. The action 

recognition in videos employs a two-stream 

attention-based LSTM architecture which effectively 

tackles the issue of disregarding visual attention. 

Violence detection was implemented using multi-

head self-attention and bidirectional convolution 

LSTM with better accuracy and inference time [23].  

3. Proposed methodology 

This section delves into the proposed architecture 

for human activity recognition, highlighting its 

essential components: Keyframe extraction, 

LSTMCONV, attention module, and residual 

connections. 

We recognize the abnormal human activities 

from the video sequence feed with the help of LSTM 

convolution and attention mechanism for better 

feature learning. In the proposed model, firstly, the 

keyframes from the videos are extracted employing 

the unsupervised K-means algorithm [24]. Secondly, 

the four-dimensional tensor is applied as input to the 

first ConvLSTM2D layer, and then the output is fed 

to the ResAttenConvLSTM2D layer, a novel layer 

introduced for better feature extractions. Further fully 

connected layer and SoftMax probability functions 

are used for the activity classification. Fig. 1 

illustrates the overall flow of the proposed system for 

abnormal human activity recognition.  

3.1 Keyframe extraction 

A video feed is composed of a series of static 

frames that are displayed in rapid succession, 

resulting in the appearance of continuous motion. 

Since most frames in a video demonstrate a high 

degree of correlation with their adjacent frames, in 

recent times, there has been a growing research 

emphasis on developing methods that can effectively 

extract and capture motion information present in the 

temporal dimension of videos.  

The preprocessing step involves extracting video 

files, processing with OpenCV tools, cropping, 

adding frames to a list, and changing color channels 

to standard order for deep learning libraries. HSV 

instead of RGB in key frame extraction can help to 

enhance the efficacy of the key frame selection 

process by concentrating on the most crucial visual 

aspects of the video. RGB frames are further 

converted to HSV (hue, saturation, value), and the 

calculated HSV histogram is shown in Fig. 2, using 

the number of bins 256 and the range of pixel values  
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Figure. 2 HSV histogram 

 

 
Figure. 3 Key frame extraction algorithms 

 

 

 

 
Sorted Keyframes: [ 0   7  13  15  19  21  26  30  33  37  40  44  49  57  60  61  63  67 73  79  85  88  90  96 103 107 117 

120 127 132] 

Figure. 4 Sample frames for the violence detection video 

 

(0,256). The HSV histogram values are concatenated 

and normalized values of the concatenated histogram 

are calculated which represents the probability of a 

specific bin. These probability mass function values 

are fed to the K-means clustering algorithm, to reduce 

the high-dimensional video data into measurable 
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low-dimensional data and lower the computational 

complexity while capturing the features of high-

dimensional abstract video images.   

Fig. 3 shows the basic outline of how the K-

means algorithm is used for keyframe extraction, step 

1: Set the number of desired keyframes, step 2: 

Randomly initialize K cluster centroids, step 3: 

Assign each frame to a cluster based on Euclidian 

distance matrix, step 4: Update the cluster centroids 

by recalculating the mean value and then repeat steps 

3-4 until convergence. The value of the K is selected 

empirically based on datasets used in 

experimentation. The algorithm is going to iterate its 

steps 300 times before it reaches halting conditions. 

In our approach, we choose the 0th index keyframe for 

subsequent feature extraction from the cluster to 

ensure the inclusion of at least one frame from each 

cluster. Fig. 4 shows the sample keyframes extracted. 

3.2 Convolution LSTM architecture 

In this subsection, we justify the significance of 

Convolution LSTM for human activity recognition 

applications.  

CNNs are widely used for processing image data 

due to the capability to extract important features 

from images by applying filters to identify edges, 

shapes, and textures. RNNs are effective in modelling 

temporal dependencies in sequential data. The FC-

LSTM model consists of a stack of LSTM layers, 

trailed by one or more dense layers that predict the 

output. By combining the two, ConvLSTM networks 

can model both spatial and temporal information 

simultaneously, making them ideal for videos, and 

analyzing sequential image data. ConvLSTM proved 

an extremely effective approach for forecasting air 

pollution [25].  

ConvLSTM layers are a type of recurrent layer 

that utilizes convolution operations instead of matrix 

multiplications. This makes the data flow through the 

ConvLSTM cells and maintains its original 

dimensions, which is particularly useful for  

 

 
Figure. 5 Internal structure of ConvLSTM cell 

sequential image data [26]. Fig. 5 displays the 

internal structure of the ConvLSTM cell. 

 

𝑖𝑡 = 𝜎(𝑊𝑧𝑖 ∗ 𝑧𝑡 + 𝑈ℎ𝑖 ∗ ℎ𝑡−1 + 𝑉𝑐𝑖 ∘ 𝑐𝑡−1 + 𝑏𝑖) (1) 

 

𝑓𝑡 = 𝜎(𝑊𝑧𝑓 ∗ 𝑧𝑡 + 𝑈ℎ𝑓 ∗ ℎ𝑡−1 + 𝑉𝑐𝑓 ∘ 𝑐𝑡−1𝑏𝑓)   (2) 

 

𝑐𝑡 = 𝑓𝑡 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ 𝑡𝑎𝑛ℎ (𝑉𝑐𝑧 ∗ 𝑥𝑡 + 𝑈ℎ𝑐 ∗ ℎ𝑡−1 +
𝑏𝑐) (3) 

 

𝑜𝑡 = 𝜎 (𝑊𝑧𝑜 ∗ 𝑥𝑡 + 𝑈ℎ𝑜 ∗ ℎ𝑡−1 + 𝑉𝑐𝑜 ∘ 𝑐𝑡 + 𝑏𝑜) (4) 

 

 ℎ𝑡 = 𝑜𝑡  ∘ tanh(𝑐𝑡)                               (5) 

 

Eqs. (1) to (5) represent the mathematical 

operations for the ConvLSTM cell. Here 𝑖𝑡, 𝑓𝑡, 𝑜𝑡 are 

the input, forget, and output gates at time 𝑡 

respectively.  The weight metrics are indicated by 

“𝑊𝑧𝑖 ”, “𝑈ℎ𝑖”, “𝑉𝑐𝑖” and “𝑊𝑧𝑓”, “𝑈ℎ𝑓”, “𝑉𝑐𝑓” and 

“𝑊𝑧𝑜”, “𝑈ℎ𝑜”, “𝑉𝑐𝑜”. “σ” is the nonlinear sigmoid 

function, and “∘” is Hadamard product, “*” is the 

convolution. 

3.3 Proposed model  

The proposed model is conceptualized using the 

ConvLSTM and fusion of attention and residual. Fig. 

6 shows the layered stacking diagram for the 

proposed novel approach for human activity 

recognition. The architecture is arranged as follows:  

The initial step involves utilizing a conventional 

Conv2DLSTM layer with 32 filters and a kernel size 

of 3x3 to capture low-level features in the data. 

Following this, the output tensor is passed through 

batch normalization, which helps in normalizing the 

values and enhancing the stability of the network. 

Then, two different processes are applied to the 

normalized tensor. 

 

(a) A second Conv2DLSTM layer with 64 filters and 

a kernel size of 3x3 is employed, followed by 

batch normalization and a dropout layer. This 

combination allows for the extraction and 

learning of new features in subsequent layers. 

(b) Simultaneously, a residual layer is introduced, 

consisting of a Conv2DLSTM layer with 64 

filters and a kernel size of 3x3, followed by a 

custom attention layer. This residual layer is 

responsible for capturing important information 

and highlighting significant patterns. (a) and (b) 

are combined by element-wise addition.   

The output tensors obtained from steps (a) and (b) 

are combined by element-wise addition. The 

resulting tensor is then fed into a third Conv2DLSTM  
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Figure. 6 Proposed architectures for abnormal activity recognition 

 

layer resulting tensor is then fed into a third 

Conv2DLSTM layer with 256 filters and a kernel size 

of 3x3, which aims to extract high-level features from 

the input data. Finally, a global average pooling 

operation is applied to obtain a one-dimensional 

tensor. This tensor is subsequently applied as an input 

to dense layers for the purpose of classification. 

3.4 Custom attention layer 

Attention mechanisms in deep learning refer to 

computational techniques that enable models to focus 

on exact portions of input data selectively. Attention 

mechanisms in deep learning encompass various 

types, such as additive attention, dot product attention, 

and self-attention [27] (or scaled dot product 

attention). Attention mechanisms in these models 

work by calculating weighted sums of input data to 

generate context-aware representations for each input 

token. Fig. 7 shows the proposed attention layer 

structure where the input tensor will be residual input 

𝑥,he self-attention mechanism algorithm with three 

key phases: Initialization, build, and the call 

functions. During the Initialization step, the custom 

attention layer performs non-trainable operations on 

the input data, such as reshaping or cropping, without 

involving any trainable weights or biases.  

Moving on to the build method, it takes the input 

shape as an argument and uses this information to 

create two trainable weights: 𝑤 and 𝑏. These weights 

will be learned during the training process. 

Finally, in the call method, an input tensor 𝑥 is 

taken as input. The attention scores for each time step 

in 𝑥  are computed by performing a dot product 

between 𝑥 and the 𝑤 weight, and adding the 𝑏 biases. 

These attention scores subsequently pass through a 

hyperbolic tangent activation function (tanh) as in Eq. 

(6) and a SoftMax activation function Eq. (7). These 

activations are applied to calculate the attention 

weights, which are used to weigh the input tensor 𝑥.  

This context vector 𝐶𝑡  is then used to compute the 

attended representation as shown in Eq. (8). 

 

  𝑒𝑡,𝑖 = 𝐾. 𝑡𝑎𝑛ℎ(𝑑𝑜𝑡(𝑥. 𝑊) + 𝑏              (6) 

 

∝𝑡,𝑖= (
𝑒

𝑒𝑡,𝑖

∑ 𝑒
𝑒𝑡,𝑖𝑘

𝑗=1

)                                    (7) 

 

     𝑐𝑡  = ∑ 𝑥. ∝𝑡,𝑖
𝑇
𝑖=1                                   (8) 

4. Results and discussion 

This section discusses the implemented 

approaches and the findings of the experiments. 

demonstrating the importance and impact of the 

proposed study. The model was developed using 

Keras with the TensorFlow backend and deployed on 

a Windows 10 platform. The experiments were 

conducted on a system equipped with an Intel Core i7 

8700k CPU running at 3.70GHz, 32GB of RAM, and 

an Nvidia graphics processing unit (GPU) Geforce 

GTX1080Ti. 

4.1 Datasets 

We evaluated the proposed method by 

conducting experiments on three publicly available 

datasets that are commonly used for recognizing 

abnormal activities. These datasets include the AIRT 

Lab violence dataset [28], hockey fight dataset [29], 

and Abnormal Activities dataset [17]. The AIRT Lab 

dataset was created primarily to evaluate the viability 

of violence detection methods against false positives 

in fast-moving, nonviolent videos (such as hugs, 

clapping, mocking, etc.).  

The hockey fight dataset is a collection of videos 

from the Hockey game in the national hockey league. 

An abnormal activities dataset covers activities such  
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Figure. 7 Attention layer structure 

 

 
Figure. 8 Recognition accuracy versus input image size 

 

as beggaring, drunkenness, fighting, harassing, 

kidnapping, the threat of a knife, property damage, 

robbery, and terrorism. This dataset provides a 

broader range of aberrant activities for enhanced 

event recognition, overcoming the issue of short 

video clips in the UCF-crime dataset. Table 1 shows 

further details for the mentioned datasets. 

4.2 Experimentation 

This section discusses the experimentation and 

results obtained for baseline and proposed models. 

The performance was examined using a range of 

evaluation measures such as the confusion matrix, F1 

score, recall, precision, class-wise accuracy, the area 

under the curve (AUC), and receiver operating curve.  

The base models and proposed model were 

trained for 25 epochs with a batch size of 8 using 

Adam optimizer (learning rate=1e-4, decay=1e-5) 

and sparse categorical cross-entropy loss function. 

The train test split used is 80:20. In the experiment, 

30 frames are extracted from each video using 

keyframe selection techniques and are resized to 

either 64x64 or 120x120 pixels. The larger size 

(120x120) leads to better recognition accuracy, as 

shown in Fig. 8. 

Therefore, all subsequent evaluations were 

related to 120x120 pixel images.  

Experimental investigations were done using 

three versions of the ConvLSTM: ConvLSTM2D, 

ConvLSTM2D with a residual connection, and our 

proposed ResAttenConvLSTM2D model.   

Table 2 shows the outcomes for the two base 

models and the proposed model in terms of recall, 

precision, F1 score, and accuracy. The proposed 

residual attention-based convolution 2DLSTM 

model produced impressive outcomes when 

compared to baseline approaches. Fig. 9 shows the 

test and validation loss graph for the proposed model 

for the hockey fight dataset. The confusion matrices 

of the baseline ConvLSTM2D model and the 

proposed model, as well as the ROC-AUC curves for 

all tested databases, are shown in Figs. 10 and 11. The 

model's accuracy improved when attention was 

directed toward the residual connections, in contrast 

to the traditional approach of applying it at the layer 

before the dense layer. This novel approach enabled 

the model to compute learnable weights for each 

input sequence step, leading to enhanced predictions 

by focusing on specific input elements. 

The prime aim of this study was to design a robust 

and accurate model for the application of abnormal 

human activity detection. Table 3 shows the 

comparative analysis of the proposed model with 

state-of-the-art methods using various standard 

datasets in terms of model complexity and accuracy. 

It is noted that some existing methods perform better 

in regard to accuracy, but they are heavier in terms of 

computational complexity compared to the proposed 

method. The proposed method’s accuracy results are 

comparable with existing methods and perform well 

on the abnormal activity dataset.  

5. Conclusions 

Abnormal activity recognition is a significant 

component of smart surveillance systems as it can 

provide early detection of anomalies, and enhance 

security in numerous domains like healthcare, 

surveillance, and security. In the presented study, we  
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                                                       (a)                                                                                      (b)   

Figure. 9 Validation and test loss for hockey fight dataset (a) model loss and (b) model accuracy 

 
Table 1. Dataset details 

Dataset  Video count Video length Other Specification Challenges 

AIRT Lab  350  2-14 Seconds 1920x1080×3, 30 FPS  

No. of Activity:2 

Viewpoint variation, Unbalance Data 

Hockey 

Fight  

1000 5 Seconds 360 × 288 ×3, 25 FPS 

No. of Activity:2 

Two persons, Multiple persons, 

crowd the scene 

Abnormal 

activities  

1069 1- 30 Seconds 720×480×3, 30 FPS 

No. of Activity:11 

Differences in camera movement, 

visual characteristics, and varying 

lighting conditions. 

 

 
Table 2. Performance metrices for the base and proposed models 

Models Datasets Recall Precision F1 Score Accuracy 

ConvLSTM2D Hockey  

Fight  

78 78 78 77.61 

ConvLSTM2D+Residual 81 82 81 81.87 

 Proposed Model 96 96 96 95.99 

ConvLSTM2D AIRT Lab 

Violence  

Detection 

70 71 68 70 

ConvLSTM2D+Residual 82 81 82 82.44 

 Proposed Model 90 90 90 90 

ConvLSTM2D Abnormal 

Activity 

76 77 75 75.58 

ConvLSTM2D+Residual 84 85 84 84.75 

 Proposed Model 99 99 99 99.06 

 

 
Table 3. Performance comparison of proposed models with existing methods 

Methods Abnormal 

Activity % 

Accuracy 

AIRT 

Lab, %Accuracy 

Hockey 

fight, %Accuracy 

Parameters  

ConvLSTM [17] 96.19 98.16 - 5.12M 

3D Resnet152[17] 90.47 91.42 - Not Specified 

ConvLSTM [18] - 97.15 97.86 198.4M 

ResNet50+ ConvLSTM [19] - - 89 Not Specified 

Conv2D LSTM [30] 
 

- 94.5   Not Specified 

ViolenceNet Optical Flow[31] - - 99.2 4.5M 

MobileNet V2 +LSTM [32] - - 96.1 4.074 M 

Proposed Model 

ResAttenConvLSTM2D  

99 90 95.99 3.833M 
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(a) 

      
(b) 

 
(c) 

Figure. 10 ConvLSTM2D base model confusion matrix and ROC curves for: (a) hockey fight, (b) AIRT lab, and (c) 

abnormal activity 

 

introduced a novel and efficient residual and 

attention-based ConvLSTM2D model to recognize 

abnormal human activities from the smart 

surveillance system.  

Our proposed model extracts the keyframes from 

the video feed and then uses convolution LSTM for 

extracting spatial and temporal features from a frame 

sequence; then, it uses a residual attention layer to 

improve the recognition accuracy of abnormal 

activities in a surveillance system. 

We validated the proposed framework using 

multiple measurement metrics using diverse datasets.  
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(a) 

      
(b) 

   
(c) 

Figure. 11 Proposed model confusion matrix and ROC curves for: (a) hockey fight, (b) AIRT lab, and (c) abnormal 

activity 

 

 

The model is trained and tested on three diverse 

datasets with multiclass classification ability to 

handle real-world data. The average recognition 

accuracy obtained for the proposed model is 95% 

which is sufficient to identify the nonstandard 

behaviour of people in public places to enhance 

security.      

In the future, investigation and research can be 
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conducted for selecting meaningful keyframes from 

clusters. we can explore other deep learning models 

for video data like 3DCNN or generative models for 

better human activity recognition. 
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