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Abstract: A significant global public health concern is the widespread presence of chronic kidney disease (CKD). 

High mortality rates are associated with the disease, particularly in developing nations. Since there are no visible early-

stage signs, CKD frequently goes undiagnosed. In the meantime, preventing the disease from progressing requires 

early detection and prompt clinical care. To help clinicians discover CKD early, deep learning (DL) techniques can 

give an effective and affordable diagnosis. This research proposes a unique hybrid DL approach to classify CKD. In a 

pre-processing step, eliminate the missing values and reduce noise from data, data transformation, and outlier detection. 

After that, using the improved capsule network (Improved CapsNet) method to extract the features. Then, select 

essential features using the improved spotted hyena optimizer (ISHO) algorithm to better classification with less time. 

Finally, employ hybrid deep learning techniques of BConvLSTM and DNetCNN to classify the CKD. A recently 

introduced CKD prediction algorithm and well-known classifiers were used as benchmarks for the proposed 

approaches. The proposed model, which was trained with the smaller feature set, outperformed other classifiers with 

a classification accuracy rate of 99.89%. The experimental findings also demonstrate the positive effect of feature 

selection on the performance of the different techniques. The proposed technique has developed a reliable predictive 

system for recognizing CKD and may be extended to more unbalanced medical datasets to identify diseases reliably. 

Keywords: Chronic kidney disease, BConvLSTM, DNetCNN, Improved spotted hyena optimizer (ISHO) algorithm, 

Improved capsnet, Deep learning. 

 

 

Notations 

𝑆𝑗  Capsule Input 

𝑣𝑗 Capsule Output 

𝑊𝑖𝑗 Weight Matrix 

𝑈𝑗 𝑖⁄  Predictive Vector 

𝑎𝑖𝑗  Log-Likelihood 

X Current Iteration 

𝐴�⃗⃗� Co-Efficient Vectors 

𝑃𝑞(𝑥)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ Prey's Location Vector 

𝑃𝑞(𝑥)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ Spotted Hyena's Location 

Vector 

1. Introduction 

The high mortality rate of CKD has prompted a 

lot of attention. According to the world health 

organization (WHO), CKD has grown to be a 

problem that threatens developing nations. CKD is 

curable in its early stages but develops kidney failure 

in its last stages [1, 2]. Around the world, chronic 

kidney disease killed 800 million lives in 2022. The 

reason kidney illness is defined as a "chronic" 

condition is that it develops slowly over time and has 

an impact on the urinary system. Other health issues 

that have a variety of symptoms, including diabetes, 

low and high blood pressure, bone issues, and nerve 

damage, which result in cardiovascular disease, are 

brought on by the buildup of waste products in the 

blood [3-5]. Diabetes, cardiovascular disease (CVD), 

and blood pressure are challenging impacts for CKD-

affected people. Patients may develop the disease in 

advanced phases in developing countries through 

kidney transplantation or necessitating dialysis [6, 7].  
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CKD can be protected from kidney failure with 

early detection and treatment. The easiest way to 

control CKD is to recognize it early, but waiting until 

it has progressed too far will result in kidney damage 

and the need for continuous dialysis or a kidney 

transplant to maintain everyday life [8–10]. Two 

medical procedures diagnose chronic kidney disease: 

blood or urine tests. CAD needs to support the 

diagnostic decisions made by doctors and 

radiologists because of the growing amount of 

patients with CKD, the shortage of specialists, and 

the high amount of treatment and diagnosis, 

particularly in developing nations [11, 12]. When 

implementing ML tasks, the techniques use the 

discriminative properties of the attributes to 

categorize the samples. The effectiveness of ML 

techniques depends not only on the selected 

technique but also on the characteristics of the input 

information [13-15]. Furthermore, not all input 

features may be equally significant in most ML 

applications, particularly in medical diagnosis. This 

lowers the computing cost of the model construction. 

To improve the proposed method's performance, we 

hybrid the novel deep learning techniques to classify 

chronic kidney diseases. The feature selection 

chooses necessary attributes to get less computation 

time. Hybrid deep learning techniques classify CKD. 

The main essential contribution of this research is, 

 

• Missing variables, data transformation, 

encoding, and outlier recognition are done in 

a pre-processing step. To extract the features, 

use Improved CapsNet to extract the features 

from the dataset. 

• Select the necessary attributes from extracted 

attributes utilizing the Improved Spotted 

Hyena Optimization (ISHO) algorithm to 

classify the CKD less quickly. 

• To classify the chronic kidney disease into 

whether it’s CKD or not, employed hybrid 

techniques of BConvLSTM and DNetCNN.  

• The evaluation performance is done with the 

CKD dataset and their attributes with 

accuracy, recall, specificity, precision, and f-

measure metrics. 

 

The other parts of the paper are arranged as follows. 

Section 2 discusses the related study on chronic 

kidney disease classification. Section 3 discusses in 

extensive detail the proposed technique and its parts. 

Section 4 describes the experimental approach. In 

section 5, the work is discussed, along with ideas for 

further research. 

2. Literature survey 

In this section, we mentioned some previous 

research papers based on CKD. Senan et al. [16] 

recommended using efficient categorization 

algorithms and recursive feature elimination methods 

to recognize CKD. In the pre-processing stage, they 

estimate missing variables and eliminate noise, such 

as normalization and outliers. Then, the recursive 

feature elimination (RFE) algorithm was used to 

identify the essential attributes by finding a high level 

of correlation between particular attributes and the 

targets. After that, the classification of the CKD 

utilizes four ML techniques (SVM, KNN, DT, RF).  

A diagnostic recognition model for CKD was 

suggested by Hosseinzadeh et al. [17]. In this paper, 

they collected necessary data with smart multimedia 

medical devices and biomedical sensors. In a pre-

processing step, they cleaned the collected data from 

any unnecessary noises and inconsistencies for the 

training and testing step in categorization 

performance. Then, select essential features to 

improve the effectiveness of learning algorithms. It 

finally used four different ML techniques, such as 

SVM, MLP, DT, and Naive Bayes, to classify chronic 

kidney diseases.  

Early forecasting of CKD utilizing the deep 

belief network method was introduced by Elkholy et 

al. [18]. This paper introduced an intelligent 

categorization and forecasting model. First, they 

collect data from the UCI Dataset. After that, they 

remove the missing variables, reducing efficiency 

before analyzing the data. Finally, they used a 

modified deep belief network (DBN) as a 

categorization approach to forecasting kidney-related 

illness and the categorical cross-entropy as a loss 

function, and the Softmax as an activation function.  

For the diagnosis and categorization of CKD, 

Elhoseny et al. [19] suggested the density-based 

feature selection (DFS) with ant colony based 

optimization (D-ACO) approach. The pre-processing 

step is the initial process since the database may 

contain noise and redundant information. Examining 

the information allows for several processes to be 

carried out, such as data cleansing, filling in for 

missing numbers, and deleting extraneous data, as 

both of these affect performance. There are 24 

features in total in this work, some of which are 

chosen using DFS by repeatedly producing a set of 

attributes until DFS obtains the best subset; a wrapper 

approach was used to select the best feature subset. 

ACO-based categorization approach is used to 

categorize the data as to whether there is CKD or not 

having CKD to register the obtained feature vector.  
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Figure. 1 The structure of the proposed work 

 

To predict CKD based on cloud IoT, Abdelaziz et 

al. [20] suggested a hybrid intelligent model 

employing linear regression (LR) and neural network 

(NN), two intelligent techniques. Using LR, it is 

possible to identify significant variables that affect 

CKD. NN was employed to forecast CKD.  

From the literature survey, they have some 

research problems to solve. The problems occur in 

literature studies, 

 

• They did not perform topic modeling and 

accuracy is not significant. 

• The machine learning algorithms might 

need more interpretability, making it 

easier for healthcare professionals to 

understand and trust the decision-making 

process. 

• They didn't select any relevant features 

for CKD detection. 

• The computation complexity of the 

research is high. 

 

To overcome these problems, propose a novel 

deep-learning technique to achieve effective results 

in this research. A process on dataset data to estimate 

the missing values, remove noise, data 

transformation, and outlier detection is done in a pre-

processing step. Then, select the essential features 

from extracted features to perform classification 

accurately with less computation time. 

3. Proposed methodology 

CKD has become a global burden, increasing 

mortality rates due to the lack of an adequate 

diagnosis system. Providing improved medical care 

for CKD patients while preserving people's lives is 

becoming more difficult these days. To address the 

CKD categorization problem, an efficient hybrid 

BConvLSTM and DNetCNN technique is developed 

in this research. The proposed technique involves the 

four essential steps previously discussed once the 

dataset was collected. It pre-processes handling 

missing data, transformation, categorial data 

encoding, and outlier recognition. Feature extraction 

is utilized to retrieve the features from the dataset. 

Feature selection is utilized to choose the necessary 

attributes. Categorization of CKD for improving 

recognition accuracy. The CKD information is pre-

processed, then the attributes are extracted based on 

the improved CapsNet approach. And then, the 

attributes are chosen based on an improved spotted 

hyena optimization algorithm. Finally, the ensemble 

approach is proposed to classify the attributes into 

CKD or Non-CKD. 

Fig. 1 demonstrates the structure of the proposed 

work. 

3.1 Pre-processing 

The pre-processing processes included the 

missing variables estimation and the elimination of 

noise. Some measurements during a patient 

evaluation could be absent or insufficient. 

Handling missing values 

In the data collection, 158 cases are complete, 

while the remaining ones are missing. The simplest 

method for handling missing variables is to ignore 

records, although this is impractical for small data 
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sets. The data set is checked to see whether any 

attribute variables are missing. The statistical 

approach of mean computation was utilized to 

approximate the missing variables for the numerical 

attributes. The missing values of nominal 

characteristics were replaced using the mode 

approach. 

Categorical data encoding 

Category variables must be encoded into number 

variables because most DL techniques only accept 

numeric variables as input. The features of categories 

like "no" and "yes" are represented by the binary 

values "0" and "1". 

Data transformation 

The process of altering amounts on the same scale 

is known as data transformation, which is done to 

prevent one variable from overpowering the others. 

Otherwise, regardless of the unit of weight, learning 

algorithms interpret more significant variables as 

smaller and higher ones as lower. To enable 

additional processing, data transformations change 

the variables of a data set. The research involved uses 

a data normalization strategy to increase the accuracy 

of DL models. The transformed data has a mean of 0 

and a standard deviation 1. 

Outlier detection 

Observational points that stand out from the rest 

of the data are known as outliers. Measurement 

variability may be the root cause of an outlier, or it 

may indicate an experimentation error. The deep 

learning algorithm's learning process can be distorted 

and misled by an outlier. It results in longer training 

times, lower model accuracy, and worse outcomes. 

This research employs the interquartile range (IQR)-

based technique to eliminate outliers. 

3.2 Feature extraction 

After performing pre-processing, we used the 

CapsNet technique to extract the features from the 

dataset. The Improved CapsNet model, a feature 

extractor, is applied for improved classification 

performance. When attributes or variables are 

actively processed using a variable or attribute 

selection mechanism, the FV outcomes may have 

redundant or unneeded attributes. The entire 

performance of choosing a portion of the highly 

discriminant characteristics is called feature selection. 

The proposed research employs entropy to assess 

uncertain information and show signal 

unpredictability by exhibiting the model disorder. 

An established CapsNet method describes 

hierarchical relationships and maintains object 

position and feature information in the data. The 

pooling layer receives helpful information from the 

information in the CNN method. The likelihood of 

the network learning minute details decreases when 

the information is transmitted to the next pooling 

layer. The neural result of the CNN approach also 

produces a scalar value. The CapsNets generate 

vector results of a similar size but with different 

routing; each capsule comprises multiple neurons. 

The variable of data is denoted by the vector route 

[22]. CapsNet uses the Eq. (1) specified vector 

activation function called squashing as an alternative. 

 

𝑣𝑗 =
‖𝑆𝑗‖

2

1+‖𝑆𝑗‖
2

𝑆𝑗

‖𝑆𝑗‖
                             (1) 

 

𝑗  and 𝑆𝑗  stand for the total capsule input, and 𝑣𝑗 

stands for capsule output. When there is an item in 

the data, 𝑣𝑗   it shrinks the long vector to one, and 

when there isn't, it chokes the shorter vector to zero. 

In addition to the initial layer of CapsNet, the 

weighted amount of the forecasted vector (𝑈𝑗 𝑖⁄ )  in 

the capsule, as located in the lower layer, estimates 

the total input values of the capsule𝑆𝑗. A capsule from 

the lowest layer's outcome (𝑂𝑖)  and weight matrix 

(𝑊𝑖𝑗)  are used to estimate the predictive 

vector(𝑈𝑗 𝑖⁄ ). 

 

𝑆𝑗 = ∑ 𝑏𝑖𝑗𝑢𝑗 𝑖⁄𝑖                                    (2) 

 

𝑢𝑗 𝑖⁄ = 𝑊𝑖𝑗𝑂𝑖                                    (3) 

 

Where 𝑏𝑖𝑗  stands for the coefficient determined by 

the dynamic routing technique and is determined by, 

 

𝑏𝑖𝑗 =
exp(𝑎𝑖𝑗)

∑ exp(𝑎𝑖𝑘)𝑘
                                (4) 

 

Where log-likelihood is denoted by𝑎𝑖𝑗. One is the 

correlation coefficient between capsules i and those 

in the top layer, while Softmax defines log prior 

likelihood. For determining the objects of a specific 

class that are present in CapsNet, a margin loss is 

offered and is evaluated as follows: 

 

𝐿𝑘 = 𝑇𝑘𝑚𝑎𝑥[𝑂, 𝑚+ − ‖𝑣𝑘‖]2  

+𝜆[1 − 𝑇𝑘𝑚𝑎𝑥[𝑂, ‖𝑣𝑘‖ − 𝑚−]2]         (5) 

 



Received:  July 14, 2023.     Revised: September 16, 2023.                                                                                              642 

 

International Journal of Intelligent Engineering and Systems, Vol.16, No.6, 2023           DOI: 10.22266/ijies2023.1231.53 

 

When class k is present, the value of 𝑇𝑘   is one. 

Additionally, 𝑚+ = 0.9  and 𝑚− = 0.1  represent the 

weight of the loss and the hypervariable, respectively. 

3.3 Feature selection 

After extracting the features, it is necessary to 

find the essential components that have a strong and 

positive connection with attributes of importance for 

disease recognition. A robust recognition technique 

cannot be built since the vector features must be 

retrieved to exclude attributes that could be more 

helpful and relevant for forecasting. The improved 

spotted hyena optimizer (ISHO) algorithm is well 

known for its simplicity of use, adaptability to 

various settings, and efficiency in picking features 

from training datasets pertinent to forecasting target 

variables and removing weak attributes. The ISHO 

approach chooses the essential attributes by 

identifying high correlations between particular 

attributes and the target. 

3.3.1. Improved spotted hyena optimizer (ISHO) 

Large carnivorous canines, known as spotted 

hyenas, can be found in various open, arid habitats. 

Spotted hyenas feast on large and medium-sized 

herbivores, including wildebeests, impalas, and 

zebras. The spotted hyena is a highly sociable and 

clever animal. They use a variety of senses to 

recognize relatives and other people [23]. The 

connections between people of the same race were 

also ranked. In a population, trust is prioritized for 

those with high status. 

3.3.1.1. Encircling prey 

Spotted hyenas can locate their prey and encircle 

them. Due to the unknown search space, the spotted 

hyena closest to the prey is now the best contender. 

Following the determination of the optimum search 

solution, the locations of each other search agents are 

updated. 

The below equations represent the mathematical 

description of this behavior: 

 

𝐶ℎ = |𝐴. 𝑃𝑞(𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ − 𝑃(𝑧)⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ |                           (6) 

 

𝑃(𝑧 + 1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ = 𝑃𝑞(𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ − �⃗⃗� ∙ 𝐷ℎ
⃗⃗ ⃗⃗ ⃗                      (7) 

 

Following is a computation of the vectors B and E: 

 

𝐴 = 2. 𝑟𝑑1
⃗⃗⃗⃗⃗                                     (8) 

 

 �⃗⃗� = 2ℎ⃗⃗ ∙ 𝑟𝑑2
⃗⃗⃗⃗⃗ − ℎ⃗⃗                                 (9) 

 

   ℎ⃗⃗ = 5 − [𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
5

𝑀𝐴𝑋𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
]                 (10) 

 

3.3.1.2. Hunting 

Spotted hyenas usually hunt in packs, rely on a 

group of reliable allies, and are good at spotting their 

prey. To update their location, other search agents 

should move in the direction of the best search agent. 

In this mechanism, the following equations are 

provided: 

 

𝐶ℎ
⃗⃗⃗⃗⃗ = |𝐴 ∙ 𝑃ℎ

⃗⃗⃗⃗⃗ − 𝑃𝑘
⃗⃗⃗⃗⃗|                               (11) 

 

𝑃𝑘
⃗⃗⃗⃗⃗ = 𝑃ℎ

⃗⃗⃗⃗⃗ − �⃗⃗� ∙ 𝐶ℎ
⃗⃗⃗⃗⃗                               (12) 

 

𝑆ℎ
⃗⃗⃗⃗⃗ = 𝑃𝑘

⃗⃗⃗⃗⃗ + 𝑃𝑘+1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ + ⋯ + 𝑃𝑘+𝑁

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗                         (13) 

 

The letters define the 𝑃𝑘+1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑃ℎ

⃗⃗⃗⃗⃗ other spotted 

hyenas, which designate the location of the first best-

spotted hyena. Here, N stands for the number of 

spotted hyenas, and its value is calculated as follows: 

 

𝑁 = 𝑐𝑜𝑢𝑛𝑡𝑛𝑜𝑠(𝑃ℎ
⃗⃗⃗⃗⃗, 𝑃ℎ+1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ , 𝑃ℎ+2
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ , ⋯ , 𝑃ℎ

⃗⃗⃗⃗⃗ + �⃗⃗⃗�)     (14) 

 

While nos specify the number of options and 

calculate all candidate options that are very similar 

when added to the best optimal answer found during 

the search, a random vector named �⃗⃗⃗� has a value 

between [0.5, 1]. 

3.3.1.3. Attacking prey (Exploitation) 

The vector's value is reduced to create a 

mathematical model for attacking the target. To 

adjust the vector's value, which throughout iterations 

can go from 5 to 0, the variation in the vector is also 

reduced. When 𝐸𝑗 > 1 , a pack of spotted hyenas 

charges its victim. The following is the formula for 

attacking the prey mathematically: 

 

𝑃(𝑧+1)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ =

𝐶ℎ⃗⃗⃗⃗⃗⃗

𝑁
                                  (15) 

 

Where the best search agent is located, other 

search agents are updated to reflect that location, and 

the best solution is recorded. With the help of the 

SHO approach, search agents can alter their locations 

and move closer to the target. 
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3.3.1.4. Search for prey (Exploration) 

The position of the spotted hyenas in vector 𝐶ℎ
⃗⃗⃗⃗⃗ 

spotted hyenas mostly hunt for prey. They avoid one 

another so they can hunt and attack their prey. 

When𝐸𝑗 > 1, spotted hyenas should depart from their 

prey. The system enables SHO to 

conduct international searches. A further element of 

SHO is 𝐴 it enables exploration. The 𝐴 vector in Eq. 

(15) contains the random value determining the prey's 

weight. 

3.4 Classification 

A hybrid deep learning technique is used to 

classify CKD. Here, we employed Bi-Directional 

Convolutional Long-Short Term Memory and 

DarkNet convolutional neural network. The data's 

global, long-term spatiotemporal characteristics are 

not altered when a ConvLSTM layer is added to the 

intermediate representations' spatial scale. 

Throughout the LSTM's recurrent operation, this 

encoding requires performed. A learned temporal 

representation is produced by a conventional LSTM 

network, which vectorizes and encodes its input 

through fully connected layers. These fully connected 

layers cause a loss of spatial information. Therefore, 

a convolutional rather than a fully linked operation 

may be preferred to maintain such spatial information. 

The ConvLSTM achieves that. It substitutes 

convolutional layers for the fully connected layers in 

the LSTM. 

3.4.1. Bi-directional convolutional long-short-term 

memory (BConvLSTM) 

Bi-Directional Convolutional Long-Short Term 

Memory (Bi-C-LSTM) is an LSTM neural network 

architecture variant incorporating convolutional 

layers and bidirectional processing. It combines the 

strengths of CNNs and LSTMs to capture spatial and 

temporal dependencies in sequential data. An 

extended recurrent neural network (RNN) is an 

LSTM, which can better consider time dependency 

[24]. Because LSTM cannot incorporate spatial 

correlation, ConvLSTM can address this issue. Both 

input-to-state and state-to-state transitions are subject 

to convolution procedures. ConvLSTM has a forget 

gate, an output gate, a memory cell, and an input gate, 

the same as LSTM. ConvLSTM can be expressed in 

the following way: 

 

𝑖𝑡 = 𝜎(𝐴𝑥𝑖
𝑋𝑡 + 𝐴ℎ𝑖

𝐻𝑡−1 + 𝐴𝑐𝑖
𝐶𝑡−1 + 𝑏𝑖)      (16) 

 

𝑓𝑡 = 𝜎 (𝐴𝑥𝑓
𝑋𝑡 + 𝐴ℎ𝑓

𝐻𝑡−1 + 𝐴𝑐𝑓
𝐶𝑡−1 + 𝑏𝑓)   (17) 

 

𝐶𝑡 = 𝑓𝑡𝑜𝐶𝑡−1 + 𝑖𝑡𝑡𝑎𝑛ℎ(𝐴𝑥𝑐
∗ 𝑋𝑡 + 𝐴ℎ𝑐

∗ 𝐻𝑡−1 +

𝑏𝑐)  (18) 

 

𝑜𝑡 = 𝜎(𝐴𝑥𝑜
𝑋𝑡 + 𝐴ℎ𝑜

𝐻𝑡−1 + 𝐴𝑐𝑜
𝑜𝐶𝑡 + 𝑏𝑐)   (19) 

 

𝐻𝑡 = 𝑜𝑡𝑜𝑡𝑎𝑛ℎ(𝐶𝑡)               (20) 

 

The convolution operation is represented by∗ , 

and Hadamard product by 𝑜 . In contrast to 

ConvLSTM, which only employs forward data 

dependencies, BConvLSTM utilizes both backward 

and forward ConvLSTMs to perform the input data. 

The backward and forward information dependence 

can enhance the performance of predictions. 

 

𝑌𝑡 = 𝑡𝑎𝑛ℎ [𝐴𝑦
�⃗⃗⃗� ∙ �⃗⃗⃗� + 𝐴𝑦

�⃗⃗⃖� ∙ �⃗⃗⃖� + 𝑏] (21) 

 

Tanh is a nonlinear function that is utilized to 

combine the result. 

3.4.2. Darknet convolutional neural network 

(DNetCNN) 

After selecting the essential features, we employ 

a new deep learning technique DNetCNN to 

categorize the CKD into whether it’s CKD or non-

CKD. CNN is the best classifier among the many DL 

techniques. To increase the classification accuracy of 

the classifying CKD, the DNetCNN framework is 

utilized in this research. The activation function 

activates five pooling layers, 19 convolutional layers, 

and the darknet structure as an entire entity. The 

function of sigmoid activation is utilized for binary 

categorization [25]. The Softmax activation function 

is utilized in multi-classification. The 2D 

convolutional process is carried out with Eq. (22) for 

the input data X and kernel K. 

 

𝐶(𝑋, 𝐾)(𝑖,𝑗) = ∑ ∑ 𝐾(𝑟, 𝑐) × 𝑋 × (𝑖 − 𝑟, 𝑗 − 𝑐)𝑐𝑟   

(22) 

 

Step parameterized input matrix for K. Given that 

the testing dataset for CKD uses a binary 

classification with Eq. (23), the sigmoid function is 

utilized in the proposed DNetCNN as an activation 

function. 

 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(ℎ) =
1

1+𝑒−𝑋𝑖
                    (23) 

 

There were 16 convolution layers in the proposed 

DNetCNN. One convolutional layer comprising the 

activation and convolution procedures was present in 
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every darknet layer. The follow-up of the three 

successive forms was the same for every of the four 

convolution layers. Standardizing the input data due 

to the convolution layer's typical operation reduced 

training time. The Maxpool operation in the pooling 

layer was carried out using the 2*2 formula. The 

region that the filters employed will be maximized. 

The filter sizes ranged from 8, 16, 32, and 64 from 

the darknet to the convolution layer. Fig. 3 depicts the 

proposed DNetCNN's layered architecture. The first 

layer was the darknet layer with a 3*8 filter. Then 

followed DN, pool, then CNN in that order. The filter 

value of the last convolution layer was 256. Using the 

DNetCNN technique classified CKD accurately. It 

achieved higher classification accuracy with less 

computation time. 

Pseudo-code 

BEGIN 

1. Importing a CKD data set 

2. Fill in the blanks and eliminate outliers 

3. Convert text into numerical values 

4. Adjust the data scale 

5. Make use of the ISHO 'Feature Selection 

6. FOR FEATURE SELECTION METHODS: 

7. Choose the most essential features. 

8. Make a list of the essential features. 

9. Count the number of times each feature 

appears. 

      END FOR 

10. Provide the proposed model with a list of 

features. 

11. Set the model hyperparameters 

12. Assign different validation scores to the 

scoring 

13. Train using the proposed model 

14. Sort data into CKD and non-CKD categories 

15. Validation score 

END 

 

4. Results and discussion 

In this part, the results of the proposed approach 

are reported. In Table 1, the hyperparameter settings 

for the proposed models are displayed. Figure 8 

displays the confusion matrices. It proves the 

provided model successfully classified all actual 

positive and actual adverse events. The CKD class 

reports recall, accuracy, f-measure, and precision. 

4.1 Experimental setup 

Different environments have been utilized in the  

 

Table 1. Settings for hyper-parameters 

Hyper-Parameter Setting 

Batch size 15 

Epochs 850 

Activation Function Relu 

Optimizer Adam 

Dropout rate 0.5 to 0.1 

Loss Binary_Crossentropy 

Activation output 

layer 

Sigmoid 

 
Table 2. The proposed system’s environment setup 

Resource Details 

RAM 8 GB 

CPU Core i5 Gen6 

Software Python 

GPU 4 GB 

 
Table 3. Splitting dataset 

Dataset Numbers 

Testing and validation 100 patients 

Training 300 patients 

 

system's development. The environment 

configuration for the evolving system is displayed in 

Table 2. 

4.2 Dataset description 

Data on CKD were gathered via the university of 

california irvine (UCI) Repository. The data set 

contains 400 patient records, some needing more 

specific values. It consists of 24 clinical attributes 

that show up in the prognostic of CKD, with a class 

attribute acting as an outcome of the patient being 

expected to have CKD. The expected attribute 

diagnostic has two values: "ckd" and "non-ckd." One 

hundred fifty values from the "non-ckd" class 

(37.5%) and 250 values from the "ckd" class (62.5%) 

are both included in the data set. (Source: 

https://www.kaggle.com/datasets/mansoordaku/ckdi

sease) 

Splitting dataset: The dataset was split into 25 for 

testing and validation and 75% for training. The split 

data are displayed in Table 3. 

4.3 Evaluation metrics 

The accuracy of the proposed approach was 

computed by setting the non-CKD class value to zero 

and the CKD class value to one. True positives asserts 

that CKD has been correctly classified. The results of 

the false negatives test demonstrate that CKD was 

miscategorized. A false-positive result (FP) shows 

that the non-CKD samples were not correctly 

detected. True negative (TN) samples were correctly 

labeled as not having CKD. 
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Figure. 2 Correlation between several features 

 

4.3.1. Accuracy 

It is the ratio of accurate estimates to all 

forecasting. The capacity to predict outcomes 

accurately can be used to define accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                     (24) 

4.3.2. Recall 

The following equation demonstrates how recall 

determines the ratio of correctly anticipated positive 

observations. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                              (25) 

4.3.3. Precision 

This metric denotes the ratio of correctly 

forecasted positive observations to all optimistic 

predictions, as shown in the equation below. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                          (26) 

4.3.4. F-measure 

In the F-measure, recall and precision are 

weighted and averaged. The method involves both 

false negatives and false positives. The term "F-

Measure" is defined as 

 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2×(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
          (27) 

 

The range of F-measure values is 0 to 1. 

4.4 Performance metrics 

The performance of the proposed method is to 

classify chronic kidney disease accurately with a 

higher classification accuracy level. Correlation is a 

statistical measure that quantifies the connection 

between two or more attributes. It indicates how 

changes in one attribute are combined with changes 

in another. The correlation coefficient, often defined 

as "r," ranges from -1 to 1, where 0 indicates no 

correlation, 1 indicates a strong positive correlation, 

and -1 indicates a strong negative correlation.  

A dataset can be used to calculate the correlation 

between different traits or variables. The degree and 

direction of the association between features can be 

understood using correlation analysis. A positive 

correlation indicates that the two variables rise as one 

increases. When two variables are negatively 

correlated, one variable tends to increase while the 

other tends to decline. The absence of correlation 

indicates no consistent connection between the 

variables. Fig. 2 illustrates the adjustment between 

several dataset features. 

4.5 Feature selection results 

The proposed feature selection approaches are 

compared with other approaches in this section. 

Accuracy, recall, and specificity are used as 

evaluation criteria. Previous feature selection 

techniques are utilized, such as CFS+SVM, 

MIFS+SVM, RFS+SVM, Relief + CSF+ SVM, and 

RFP+SVM. The comparison of feature selection 

methods is shown in Table 4. 

Table 5 compares existing and proposed 

classification techniques for CKD dataset analysis. 

Compared to other techniques, the proposed method 

achieved higher accuracy values, such as 99.89% of 

accuracy, 100% of recall, 99.85% of precision, and 

99.82% of f-measure. Still, the existing method SVM 

obtained lower values of 92% of accuracy, 87% f 

recall, 96% of precision, and 92% of f-measure. 
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Table 4. Comparison of feature selection approaches 

Feature Selection Technique Total no of 

features 

Selected 

features 

% of features 

eliminated 

Acc (%) Rc (%) 

Correlation feature selection 

+SVM 

22 11 50 92.71 94.83 

Mutual information-based 

Feature selection +SVM 

22 12 45.45 94.79 93.55 

Relief Feature selection 

+SVM 

22 8 63.63 89.61 93.33 

ReliefF +CFS+SVM 22 7 68.18 91.67 93.22 

RFP-SVM 22 7 68.18 98.50 98.22 

Proposed 22 10 70 99.89 100 

 

 
Figure. 3 Graphical representation of feature selection 

approaches 

 

 
Figure. 4 Comparative analysis of classification 

techniques of proposed and existing techniques 

 
Table 5. Comparison of the proposed model to the dataset 

for CKD's existing classification methods 

Method Accur

acy 

(%) 

Rec

all 

(%) 

Precisio

n (%) 

F-

Measur

e (%) 

K-Nearest 

Neighbor 

(KNN) 

92 88 98 92 

Naïve Bayes 

(NB) 

95 92 100 95 

Support 

Vector 

Machine 

(SVM) 

92 87 96 92 

Decision 

Tree (DT) 

97 95 100 97 

Proposed 99.89 100 99.85 99.82 

Table 6. Comparison of the proposed technique with 

other techniques from the literature used with the UCI 

dataset 

Auth

ors 

Model Accur

acy 

(%) 

Precisio

n (%) 

Recall 

(%) 

F-

Meas

ure 

(%) 

Senan 

et al. 

[16] 

SVM 97.3 94.74 92 96.67 

Hosse

inzad

eh et 

al. 

[17] 

DT 97 95 99 - 

Elkho

ly et 

al. 

[18] 

DBN 98.52 - - 87 

Elhos

eny et 

al. 

[19] 

D-

ACO 

95 93.33 96 96 

Abdel

aziz 

et al. 

[20] 

LR+N

N 

97.8 96.2 100 98.1 

Propo

sed 

BConv

LSTM

+DNet

CNN 

99.89 99.85 100 99.82 

 

The comparative analysis of the existing and 

proposed methods is shown in Fig. 4 as a graph 

representation. 

We compare various approaches with our 

proposed method. Table 6 shows how our proposed 

technique achieved the highest effectiveness and 

increased the detection rate. The proposed technique 

operates accurately with the dataset. 

Table 6 lists the results for SVM, DT, DBN, D-

ACO, AlexNet, LR+NN, and the proposed 

BConvLSTM+DNetCNN on the Dataset in terms of 

accuracy. The proposed technique achieved higher 

categorization accuracy than others.  
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(a) (b) 

Figure. 6: (a) Accuracy for testing and training and (b) Testing and training loss for the UCI CKD dataset 

 

 
Figure. 5 Comparison of proposed with previous 

techniques 

 
Table 7. Utilizing the proposed and previous methods 

Methods Computation Time 

Senan et al. [16] 0.23 

Hosseinzadeh et al. [17] 0.19 

Elkholy et al. [18] 0.21 

Elhoseny et al. [19] 0.25 

Abdelaziz et al. [20] 0.17 

Proposed  0.14 

 

 
Figure. 7 The computation time of proposed and previous 

techniques 

The achieved accuracy for the proposed 

technique is 99.89%, compared to SVM at 96.67%, 

DT at 97%, DBN at 98.5%, D-ACO at 95%, and 

LR+NN at 97.8%. Fig. 5 shows the comparison of 

the proposed approach with the existing approach.  

4.6 Evaluation of training and testing 

As the number of iteration steps increased, a 

graph of loss value and classification accuracy is 

shown in Fig. 6. The graph demonstrates that the 

method discussed in this study positively impacts 

convergence. The dataset was divided into testing 

and training phases. The processed training set is 

used in the training phase to train the proposed 

methods for 200 iterations. The learning rate is 

currently at 0.1. 

4.7 Computation time 

The error and computational time of the selected 

classifier serve as performance indicators. For 

classification accuracy, precision and recall will be 

considered. Each classifier takes into account the 

computing time. The proposed 

BConvLSTM+DNetCNN method achieves good 

recall, f-measure, and accuracy with low 

computation time. The proposed 

BConvLSTM+DNetCNN system's computing time 

is shown in Fig. 7. 
Our proposed method achieved higher prediction 

accuracy and less computation time than previous 

techniques. 

5. Conclusion and future scope 

Chronic kidney disease (CKD) is a long-term 

condition in which the kidneys cannot function 

properly. It is a progressive condition that worsens 

over time, often leading to permanent kidney damage 

and declining kidney function. In this work, we 
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proposed a unique hybrid DL approach to classify 

CKD. In a pre-processing step, eliminate the missing 

values and reduce noise from data, data 

transformation, and outlier detection. After that, it 

uses the improved capsule network (Improved 

CapsNet) method to extract the features. Then, select 

essential features using the improved spotted hyena 

optimizer (ISHO) algorithm to better classification 

with less time. Finally, employ hybrid deep learning 

techniques of BConvLSTM and DNetCNN to 

classify the CKD. The performance of the proposed 

model achieved 99.89% accuracy with less 

computation time. The future scope will develop a 

hybrid technique with an optimization algorithm to 

increase the accuracy of disease identification before 

the condition reveals itself in humans. 
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