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Abstract: Due to the variety of fruit disorders, food production is highly impacted, resulting in economic degradation. 

So, proper disease recognition and classification system are vital to reduce agricultural losses and encourage economic 

growth. For this purpose, a multi-scale region-of-interest (ROI)-based deep learning (MRDL) model was developed, 

which localizes and classifies multiple fruit disorders based on the new attention principle and feature representation. 

But, the shadow regions in the fruit pictures influence the model efficiency and the picture dataset was highly dynamic 

while adding new classes for different disorders; because collecting diseased class labels for a single fruit picture was 

not simple. Hence in this article, a novel cycle-generative adversarial network (CycleGAN) model is integrated with 

the MRDL to generate shadow-free fruit pictures and increase the accuracy of classifying multiple classes of fruit 

infections. Initially, an attribute registration and shadow removal adversarial network (ArSAN) is proposed to generate 

various fruit pictures without shadow areas. In this ArSAN, the attributes of objects and shadows in fruit pictures are 

initially obtained. Then, those are labeled by the attribute enrolment scheme with the CycleGAN. Based on the labeled 

attributes, the filtering weights are set to all pictures in the real picture dataset. Also, a similarity finding scheme is 

used to discover the best-matched pictures for the generator network. As a result, multiple generators are trained to 

produce the shadow-free fruit picture dataset with diverse cleanness characteristics. Moreover, the newly generated 

pictures are passed to the MRDL model for localizing the infected fruit areas and classifying the multiple disease 

classes. Finally, the experimental outcomes reveal that the ArSAN-MRDL model attains a 93.8%, 93.78% and 93.76% 

accuracy on apple, citrus and tomato disorder picture sets, respectively contrasted to the MRDL, artificial neural 

network (ANN), 13-layer convolutional neural network (CNN), L2MXception, CycleGAN-DenseNet, and conditional 

GAN (cGAN)-VGG16 models. 

Keywords: Fruit pathogens, Multi-scale deep learning, Localization, Region-of-interest, CycleGAN, Shadow 

elimination, Attribute enrolment. 

 

 

1. Introduction 

Fruit cultivation is India's economic foundation, 

employing 52% of the population and contributing 

18.5% of GDP [1-2]. Global warming increases fruit 

illnesses, necessitating diagnosis and classification to 

boost crop productivity and wealth creation [3]. 

Advanced technology improves disease classification 

effectiveness [4-5]. Automatic systems use various 

image processing and machine learning algorithms to 

improve fruit visuals and identify infections [6-10]. 

However, evaluating each feature is difficult and 

ambiguous [11]. DL models have outperformed 

conventional algorithms in classifying and 

identifying fruit diseases.  

Convolutional neural networks (CNN) have 

shown significant efficiency in identifying and 

classifying fruit illnesses [12]. However, most CNN 

frameworks generate single-class labels, making it 

difficult to accurately recognize diseased areas in a 

single picture [13]. 

A multi-scale deep learning (MDL) model-based 

semantic partition [14] was developed that uses a 

deep encoder-decoder network, adaptive receptive 

field module (ARFM), bottleneck block (BB), depth-

wise residual blocks (DRBs), and SE-ResNet 

modules for disease feature maps. However, the 

model struggles to distinguish distinct fruit samples. 
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Also, classifying multiple diseases in a single fruit 

picture was challenging.  

So, the MRDL framework [15] was designed to 

improve the interpretational characteristics of fruit 

illness pictures by adopting a new attention principle. 

It performs classification and localization, adjusting 

the receptive field scale to accommodate visual 

characteristics at different resolutions. The main 

difference between MDL and MRDL is that MDL 

uses SE-ResNet to discover infected areas, while 

MRDL uses SE-ResNet to discover fruit phenotypic 

patterns. The dataset is highly dynamic, as adding 

new class types for multiple infections makes it 

difficult to obtain infected class labels for fruits. 

Random occurrences of fruit illnesses can cause 

inadequate pictures, making it complex to generate 

shadow-free pictures from shadowed pictures due to 

varying quality factors. 

Therefore, this article introduces a novel 

CycleGAN model with the MRDL for fruit infection 

recognition and classification. The key goal of this 

study is to augment the infected fruit pictures and 

remove the shadow areas from the fruit pictures. This 

model involves 3 stages: (i) picture augmentation, (ii) 

feature mining and (iii) classification. In the initial 

stage, an ArSAN is proposed, which introduces an 

attribute registration strategy to CycleGAN for 

creating appropriate pictures without shadow regions. 

The main contributions of this paper are, 

 

1. First, the attributes like the number, cleanness 

and class of objects in the given fruit pictures 

are extracted along with the shadow 

characteristics.  

2. Then, the filtering weights are allocated to all 

pictures in the actual picture dataset according 

to the mined attributes.  

3. Also, a similarity finding scheme is applied to 

find the best-matched pictures for the 

generator network.  

4. Moreover, this novel network is utilized to 

train many generators and create a shadow-free 

fruit picture dataset with various cleanness 

characteristics.  

5. Further, the created picture dataset is fed to the 

MRDL model, which performs the second and 

third stages, i.e. feature mining and 

classification stages are conducted to localize 

the infected areas and classify the multiple 

types of fruit illnesses simultaneously.  

 

Thus, this model can increase the accuracy of 

classifying multiple fruit illnesses by creating an 

adequate number of shadow-free fruit pictures. The 

remaining manuscript is prepared as follows: Section 

2 covers the literature survey. Section 3 describes the 

ArSAN-MRDL model and section 4 analyzes its 

performance. Section 5 concludes the study. 

2. Literature survey 

Lightweight CNN [16] with a new data 

augmentation scheme called “9 Angle Crop” was 

presented to classify oil palm fresh fruit bunch based 

on their maturity levels. But the accuracy was not 

effective due to the limited training pictures. An 

enhanced Xception named L2MXception [17] was 

developed, which ensembles normalization terms of 

L2-norm and mean to categorize the peach illnesses. 

However, the precision and recall were less because 

of limited and poor-quality training pictures. The 

wavelength selection schemes [18] were developed 

for classifying the infected and healthy mango fruits. 

But its accuracy was less since it did not capture 

complex features from the diseased fruit pictures. 

The CNN [19] was used for classifying the degree 

of maturity of the different fruits. But its f-score was 

ineffective because of using images with poor 

illumination and backgrounds. To recognize the 

diseased and healthy apple fruits and leaves, a novel 

multi-scale dense categorization system [20] with 

Cycle-GAN was developed. But the accuracy was 

affected by the fruit pictures’ shadow backgrounds. 

A conditional GAN (cGAN) [21] with VGG16 was 

developed to create and classify healthy and diseased 

fruit pictures. But the background in the fruit pictures 

may impact the model accuracy. 

A novel method [22] was developed to enhance 

the quality of apple fruit images for identifying and 

classifying apple diseases. Also, the sweetness of an 

apple was predicted based on the leaf and texture of 

the fruit. Then, the GLCM and HOG features were 

extracted and fused. The fused feature was fed to the 

support vector machine (SVM) classifier to 

categorize apple diseases. But the number of images 

was limited, resulting in poor accuracy, precision and 

recall. 

Citrus disease identification using CNN-based 

feature extraction and softmax classifier [23] was 

developed using the hyperspectral images. But the 

misclassification rate was still high and accuracy was 

less because wind scar, insect damage, and scab 

diseases appeared spectrally similar. 

A modified CNN [24] was developed for 

automated hawthorn fruit classification. First, the 

hawthorn images were pre-processed using Otsu 

thresholding to segment the hawthorn fruit from the 

background. Then, the image dataset was enhanced 

by the data augmentation and the hawthorn fruit 

images were classified by the modified CNN into  
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Figure. 1 Overview of ArSAN-MRDL-based fruit disease 

recognition and classification system 

 
Table 1. Lists of notations 

Notations Description 

𝑖  Actual fruit picture 

𝑁𝑖 , 𝐶𝑖 , 𝐹𝑖 Number, class and cleanness of objects 

in fruit image, respectively 

𝐿𝑅
𝑑 , 𝐿𝐺

𝑑 , 𝐿𝐵
𝑑  Weight of Red, Green and Blue 

channels for fruit images 

𝐿𝑅,𝐺,𝐵
𝑑  Range of the direct illumination of 

RGB color channels 

𝑅𝑅,𝐺,𝐵  Reflectance 

𝑆𝑖  Shadow characteristics of a given fruit 

image 

𝐶𝑉𝑖  Characteristic vector for fruit image 

𝑁𝑞 , 𝐶𝑞 , 𝐹𝑞 , 𝑆𝑞  Number, class, cleanness and shadow 

characteristics of objects in query 

image, respectively 

𝐶𝑉𝑞 , 𝐶𝑉𝑑 Characteristic vector for an input query 

image and created desired image, 

respectively 

𝐹𝑑 Desired cleanness of objects 

𝑊𝑖𝑞  Filtering weight between 𝑖𝑡ℎ picture 

and the input query picture 

𝐴  Configuration vector 

𝑊𝑖𝑑 Filtering weight between 𝑖𝑡ℎ picture 

and the created desired picture 

𝜌  Random variable  

𝒢, 𝒟 Generator and discriminator networks, 

respectively 

𝔼  Expectation operator 

𝑧 Random noise input 

𝒢(𝑧) Picture created by 𝒢 network from 𝑧 

𝒟(𝑖)  Probability of 𝑖 belonging to the actual 

picture 

𝑝𝑖𝑚𝑎𝑔𝑒(𝑖)  Picture distribution 

𝑝𝑧(𝑧)  Data from latent space 𝑧 

 

 

different kinds of diseases. But the classification 

accuracy was less due to the shadow and background 

features in the fruit pictures.  

Gai et al. [25] developed an enhanced YOLOv4 

with a DenseNet model to recognize cherry fruits. 

But this model was not appropriate for fruits with 

large volumes and accuracy may degrade when the 

quality of fruit pictures is poor. 

Compared to the above-studied models, the 

proposed ArSAN-MRDL model can increase the 

number of training images by enhancing the visual 

quality of fruit pictures without shadow and 

background properties for effective classification of 

multiple fruit diseases. 

3. Proposed methodology 

In this section, the ArSAN-MRDL framework is 

explained. An overview of this study is illustrated in 

Fig. 1. Initially, fruit pictures having various 

infections are acquired from the publicly accessible 

datasets. Those acquired pictures are then applied to 

the ArSAN for increasing the number of pictures, 

which are split into training and test sets. The training 

sets are fed to the MRDL classifier [15] for learning 

and creating a learned classifier. Such a learned 

classifier model is further considered to categorize 

the test sets into the different types of fruit infections. 

The notations used in this study are given in Table 1. 

3.1 Dataset description 

1. Apple disease database [26]: It comprises a 

picture gallery of healthy and diseased apple fruits. 

The diseases targeted in this database are 

Blotch_Apple, Normal_Apple, Rot_Apple, and 

Scab_Apple. There are 116 Blotch_Apple pictures, 

67 Normal_Apple pictures, 114 Rot_Apple pictures 

and 85 Scab_Apple pictures available for training. 

Similarly, 30 Blotch_Apple pictures, 24 

Normal_Apple pictures, 38 Rot_Apple pictures and 

28 Scab_Apple pictures available for testing. 

2. Citrus disease database [27]: It contains the 

pictures of non-diseased and diseased citrus fruits. 

The diseases involved in this database are the 

blackspot, canker, scab, greening and melanosis. 

Every picture was tagged by the field specialist Dr. 

Basharat ALi Saleem for defining all categories like 

black spot, canker, greening, scab and non-diseased 

pictures. 

3. Tomato disease database [28]: Pictures of 10 

tomato infections from various open sources are 

chosen such as tomato malformed fruit, tomato 

blotchy ripening, tomato puffy fruit, tomato 

dehiscent fruit, tomato blossom-end rot, tomato 

sunscald, tomato virus disease, tomato gray mold,  
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Figure. 2 Processes in the learning phase of ArSAN 

model 

 

 
Figure. 3 Processes in the testing phase of ArSAN model 
 

tomato ulcer disease and tomato anthracnose. 

Additionally, pictures of non-diseased tomatoes, a 

database of 11 categories of, with an overall of 286, 

tomato pictures are considered. 

3.2 Picture augmentation based on ArSAN model 

This ArSAN creates the desired fruit pictures 

with precise cleanness (freshness) characteristics 

depending on the given query fruit pictures. It adopts 

the method of attribute enrolling into CycleGAN to 

enhance learning efficiency. The structure of ArSAN 

involves 4 major components: (i) the attribute 

enrolling unit, which retrieves the proper 

characteristics of the objects in pictures and the 

shadow properties in the given fruit pictures by 

learning the correlation among color channels, (ii) the 

pre-filtering unit, which chooses suitable picture 

subgroups from the actual picture collection 

depending on the characteristics of the input query 

pictures, (iii) the similarity matching unit, which 

assigns the matching rules for the filtered learning 

pictures of CycleGAN and (iv) a generator-

discriminator unit (also known as shadow detection 

and removal unit). The processes in the learning 

phase of the ArSAN model are presented in Fig. 2. 

The pre-filtering selects the pictures from the actual 

collection. The similarity matching is utilized to 

couple the pictures in the filtered learning collection. 

The picture creation network is learned depending on 

the matched learning collection. 

Likewise, the processes in the test phase of the  
 

 
Figure. 4 Chromaticity detection network for shadow 

characteristics extraction 

 

ArSAN are presented in Fig. 3. For an input query 

picture, the related desired picture is acquired by 

choosing an appropriate pre-learned network based 

on the number and class of objects in the query 

pictures including the desired cleanness and shadow 

(color intensity) characteristics of the objects. 

3.2.1. Attribute enrolment unit 

This unit encompasses the attribute detection 

scheme, which detects the characteristics of fruit 

pictures such as cleanness, number and class of 

objects. For pictures in the original collection, the 

number 𝑁𝑖  and the class 𝐶𝑖  are obtained by the 

YOLO-v2 structure, whereas the cleanness 𝐹𝑖  of 

objects is determined using the AlexNet structure. 

AlexNet is chosen because of its basic architecture 

and less computation cost. Also, YOLO-v2 may 

accomplish a greater accuracy when sustaining a 

tolerable recognition speed. If many objects exist in a 

picture, the class of objects with the maximum 

numbers is called the class of the picture, whereas the 

cleanness of objects with the maximum numbers is 

called the cleanness of the picture. 

Additionally, the shadow characteristics of the 

given pictures are captured by the chromaticity 

detection network (as shown in Fig. 4). This unit is 

used for weighting all color channels with a certain 

value as the absolute task and it may be represented 

by predicting 𝐿𝑅
𝑑 , 𝐿𝐺

𝑑 , and 𝐿𝐵
𝑑  for all pictures. By 

predicting the weight of all channels in the fully 

connected unit, the range of the direct illumination of 

RGB color channels (𝐿𝑅,𝐺,𝐵
𝑑 ) is predicted when being 

impacted by every other channel. This network is 

useful to learn the correlations among color channels 

since the convolutional unit can’t effectively learn the 

correlations among channels. 

By learning 𝐿𝑅,𝐺,𝐵
𝑑  and the reflectance (𝑅𝑅,𝐺,𝐵) 

separately, it is possible that this system is learned as 

a stable prediction system for alterations in picture 

color. The predicted 𝐿𝑅,𝐺,𝐵
𝑑  and 𝑅𝑅,𝐺,𝐵  values are 

characterized as the shadow characteristics 𝑆𝑖  of a 

given picture. According to these outcomes, the 
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characteristic vector 𝐶𝑉𝑖 = (𝑁𝑖 , 𝐶𝑖, 𝐹𝑖 , 𝑆𝑖)  is created 

for all pictures in the actual picture collection. 

Similarly, for an input query picture, the number 

𝑁𝑞, the class 𝐶𝑞, the cleanness 𝐹𝑞 of objects and the 

shadow properties 𝑆𝑞  are determined. The 

characteristic vector of an input query picture is 

created as 𝐶𝑉𝑞 = (𝑁𝑞 , 𝐶𝑞 , 𝐹𝑞 , 𝑆𝑞) . As well, the 

characteristic vector of the created desired picture is 

obtained as 𝐶𝑉𝑑 = (𝑁𝑞 , 𝐶𝑞 , 𝐹𝑑 , 𝑆𝑞)  based on the 

characteristics of the input query picture, the desired 

cleanness 𝐹𝑑 and the shadow properties 𝑆𝑞. 

3.2.2. Characteristic homogeneity-based picture pre-

filtering 

The filtering weight of all pictures in actual 

picture collection is determined according to its 

characteristic vector 𝐶𝑉𝑖 . The determination of 

filtering weight is given as: 

 

𝑊𝑖𝑞 = ‖𝐴 ∙ (𝐶𝑉𝑖 − 𝐶𝑉𝑞)‖ = 𝛼1 × (𝑁𝑖 − 𝑁𝑞)
2

+

𝛼2 × (𝐶𝑖 − 𝐶𝑞)
2

+ 𝛼3 × (𝐹𝑖 − 𝐹𝑞)
2

+  

𝛼4 × (𝑆𝑖 − 𝑆𝑞)
2
  (1) 

 

𝑊𝑖𝑑 = ‖𝐴 ∙ (𝐶𝑉𝑖 − 𝐶𝑉𝑑)‖ = 𝛼1 × (𝑁𝑖 − 𝑁𝑞)
2

+

𝛼2 × (𝐶𝑖 − 𝐶𝑞)
2

+ 𝛼3 × (𝐹𝑖 − 𝐹𝑑)2 +  

𝛼4 × (𝑆𝑖 − 𝑆𝑞)
2
  (2) 

 

In Eq. (1), 𝑊𝑖𝑞  refers to the filtering weight  

 

Algorithm: Similarity matching algorithm for 

healthy/infected fruit pictures 

Input: Input query picture, created desired 

picture and actual picture collection 

Output: Correlation among pictures 

1. Resize the picture dimension to 8 × 8 pixels; 

2. Transform the resized RGB picture to a 64-

level grayscale picture; 

3. Determine the mean value of each luminance 

values of the precedent picture matrix; 

4. Compare each element (pixel) of the picture 

matrix and the determined mean value; 

5. Obtain the new binary matrix with 64 elements, 

where 1 denotes the intensity of the pixel is 

higher than or identical to the mean, and 0 or 

else; 

6. Create the vector from the resulting binary 

matrix, initiating from the top left and going to 

the bottom right to get a 64-bit hash value; 

7. Compare the resulting hash with other pictures 

hashes to determine the similarity based on the 

distance metric between the 2 hashes. 

Table 2. Layer configuration of generator in ArSAN 

model 

Layer Convolution 

kernel 

dimension 

No. of 

convolution 

kernels 

Step 

length 

Input layer – – – 

Layer 1 7 × 7  32 1 

Layer 2 3 × 3  64 2 

Layer 3 3 × 3  128 2 

Layer 4 – 

Layer 12 

3 × 3  128 1 

Layer 13 3 × 3  64 12 

Layer 14 3 × 3  32 12 

Layer 15 7 × 7  3 1 

 

 

between 𝑖𝑡ℎ picture and the input query picture, 𝐴 =
(𝛼1, 𝛼2, 𝛼3, 𝛼4)  denotes the configuration vector, 

which is assigned by users i.e., 𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 =
1 . In Eq. (2), 𝑊𝑖𝑑  indicates the filtering weight 

between 𝑖𝑡ℎ picture and the created desired picture. 

The filtering weight of all pictures in the actual 

picture collection can differ with various input query 

pictures and desired cleanness.  

Suitable pictures are filtered from the actual 

picture collection based on the filtering weight of all 

pictures and a few uncertainties (randomness). The 

randomness defines the random generation of the 

picture from the domain, which results in difficult to 

find the correlation between the points in the latent 

space to the created pictures. So, the mixture of 

filtering weight and uncertainty is to handle high 

quality and the variety of created desired pictures. 

Moreover, the filtered pictures are together creating a 

filtered learning collection. 

3.2.3. Similarity matching-based learning collection 

pairing 

The filtered pictures can be paired according to 

the similarity recognition. A perceptual hash 

algorithm is used for picture similarity recognition, 

which is described below: 

3.2.4. Generator unit 

The network architecture of the generator is built 

depending on the CycleGAN network as depicted in 

Fig. 5. The layer configuration of generator is 

presented in Table 2. 

Layer 0 is the input layer, whose input is the 

healthy/infected fruit pictures with a dimension of 

256×256. From layer 1 to layer 3, 3 Convolution-

InstanceNorm-ReLU units are implemented with 

varying step lengths like 1, 2 and 2, correspondingly. 

These layers aim to perform dimensional-reduction  
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Figure. 5 Generator architecture in ArSAN model 

 

 
Figure. 6 Discriminator architecture in ArSAN model 

 
Table 3. Layer configuration of discriminator in ArSAN 

model 

Layer Convolution 

kernel 

dimension 

No. of 

convolution 

kernels 

Step 

length 

Layer 1 4 × 4  64 2 

Layer 2 4 × 4  128 2 

Layer 3 4 × 4  256 2 

Layer 4 4 × 4  512 1 

Layer 5 4 × 4  1 1 

 

 

sampling in the attribute space. From layer 4 to layer 

12, nine continuous ResNet parts are built 

sequentially. Finally, 2 upsampling parts are applied 

such as transpose convolution to get the space and 

channel back to the entire dimension. 

3.2.5. Discriminator unit 

The discriminator architecture of the ArSAN 

model is developed using the PatchGAN, which 

involves 5 layers as portrayed in Fig. 6.  

The initial layer is the convolution-LeakyReLU. 

layer 2 to layer 4 includes 3 Convolution-

InstanceNorm-ReLU layers. The 5th layer is the 

convolutional unit that creates a 1D outcome. The 

layer configuration of the discriminator is presented 

in Table 3. 

LeakyReLU is chosen as the activation function 

of the discriminator and defined as: 

 

𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝐼) = {
𝑖, 𝑖 ≥ 0

𝜌𝑖, 𝑖 < 0
∈ 𝑅   (3) 

 

In Eq. (3), 𝜌 is set as 0.2. During the learning task, 

the generator 𝒢 aims to create pictures as actual as 

potential to deceive the discriminator 𝒟, whereas 𝒟 

aims to differentiate the pictures created by 𝒢 from 

the actual pictures as far as promising. The fitness 

factor is defined as: 

min
𝒢

max
𝒟

(𝒟, 𝒢) = 𝔼𝑖~𝑝𝑖𝑚𝑎𝑔𝑒(𝑖)[log 𝒟(𝑖)] +

                               𝔼𝑧~𝑝𝑧(𝑧) [𝑙𝑜𝑔 (1 − 𝒟(𝒢(𝑧)))]    (4) 

 

In Eq. (4), 𝔼 is the expectation operator, 𝑖 is the 

actual fruit picture, 𝑧  is the noise of the input 𝒢 

network, 𝒢(𝑧)  is the picture created by 𝒢  network 

from a random noise input 𝑧  and 𝒟(𝑖)  is the 

probability of 𝑖  belonging to the actual picture, 

𝑝𝑖𝑚𝑎𝑔𝑒(𝑖) is the picture distribution, 𝑝𝑧(𝑧) is the data 

from latent space 𝑧. Here, 𝒟 is trained to maximize 

the probability log 𝒟(𝑖) and 𝒢 is trained to minimize 

𝑙𝑜𝑔 (1 − 𝒟(𝒢(𝑧))). 

Thus, the ArSAN model creates the shadow-less 

fruit pictures efficiently according to the desired 

cleanness. After completing the ArSAN process, the 

created picture collections are concatenated with the 

actual sets to obtain the training and test samples.  

The training samples are utilized to train the 

MRDL model [15] and the pre-learned MRDL model 

is later applied to classify the test samples into 

different fruit disease classes appropriately. 

4. Experimental result 

The performance of the ArSAN-MRDL 

framework is evaluated with the existing frameworks 

(such as MDL [14], MRDL [15], L2MXception [17], 

CycleGAN-DenseNet [20], cGAN-VGG16 [21], 

SVM [22], and modified CNN [24]) by executing all 

of them in MATLAB 2019a with the help of 3 distinct 

fruit picture sets (mentioned in Section 3.1). 

To measure the performance of the proposed 

framework, the considered existing frameworks are 

also implemented and tested on the apple, citrus and 

tomato fruit picture datasets. Table 4 lists parameter 

settings for the ArSAN-MRDL and existing 

frameworks for fruit disease classification. 

The following metrics are measured to compare 

the proposed and existing frameworks: 

• Accuracy: It is the percentage of fruit pictures 

that were exactly classified among all the 

pictures analyzed. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)
 (5) 
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Table 4. Parameter settings for existing and proposed 

ArSAN-MRDL framework 

Framework Parameters Range 

SVM [22] 

Kernel type Linear 

Kernel degree 2 

Penalty 0.1 

Gamma 0.01 

Modified CNN 

[24] 

No. of convolutional 

layers 
8 

Activation function ReLU 

No. of pooling layers 4 

Learning rate 0.0001 

Batch size 64 

No. of epochs 100 

L2MXception 

[17] 

Learning rate 0.001 

Batch size 64 

Epoch 50 

cGAN-VGG16 

[21] 

Learning rate 0.002 

Batch size 64 

Epochs 100 

Momentum 0.9 

cycleGAN-

DenseNet [20] 

Learning rate 0.0001 

Batch size 16 

No. of epochs 120 

Dropout 0.8 

Decay rate 0.95 

MDL [14], 

MRDL [15] and 

proposed ArSAN-

MRDL 

Learning rate 0.0001 

Batch size 32 

Momentum 0.9 

No. of epochs 50 

No. of iterations 120 

 

In Eq. (5), TP is the number of fruit pictures 

exactly categorized as healthy, TN is the quantity of 

fruit pictures exactly classified as related infection 

labels, FP is the quantity of unhealthy fruit pictures 

categorized as healthy and FN signifies the quantity 

of healthy fruit pictures categorized as diseased. 

• Precision: It is calculated by 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (6) 

 

• Recall: It is calculated by 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (7) 

 

• F-measure: It is determined by 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∙𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (8) 

 

Fig. 7 portrays a few examples of the fruit 

pictures in various infection classes from the given 

datasets. Fig. 8 illustrates a few examples of the 

ArSAN model, i.e. shadow-less fruit pictures in 

various infection classes from the given datasets. 

Disease types Image 1 Image 2 

Apple _Normal 
  

Apple_Blotch 
  

Apple_Rot 
  

Apple_Scab 
  

Citrus_Normal 
  

Citrus_Blackspot 
  

Citrus_Canker 
  

Citrus_Greening 
  

Citrus_Scab 
  

Tomato_Normal 
  

Tomato_Anthracnose 
  

Tomato_Blossomendrot 
  

Tomato_Blotchyripening 
  

Tomato_Deformed 
  

Tomato_Graymold 
  

Tomato_Lateblight 
  

Tomato_Sunscald 
  

Tomato_Virusdisease 
  

Figure. 7 Examples of various diseased fruit pictures 

applied in this study 

 

Fig. 9 illustrates the precision of the different 

models tested using the apple, citrus and tomato fruit 

pictures. It exhibits that the precision of the ArSAN-

MRDL on the apple fruit picture set is 17.18%, 

12.08%, 10.42%, 7.84%, 3.33%, 2.63% and 1.8% 

higher than the SVM, L2MXception, modified CNN, 

MDL, MRDL, cGAN-VGG16 and CycleGAN-

DenseNet, respectively. The precision of the ArSAN-

MRDL model on the citrus fruit picture set is 18.16%, 

13.14%, 11.4%, 8.69%, 3.82%, 2.47% and 1.46%, 

respectively higher than the SVM, L2MXception, 

modified CNN, MDL, MRDL, cGAN-VGG16 and 

CycleGAN-DenseNet. For the tomato fruit picture set, 

the precision of the ArSAN-MRDL is 16.62%, 11.7%,  
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Apple 

fruit 

pictures 

   

   

Citrus 

fruit 

pictures 

   

   

Tomato 

fruit 

pictures 

   

   
Figure. 8 Some examples of shadow-less diseased fruit 

pictures from ArSAN model 

 

 
Figure. 9 Comparison of precision for ArSAN-MRDL 

and existing models on different fruit disease picture sets 

 

9.55%, 7.77%, 3.29%, 2.36% and 1.28% higher than 

the SVM, L2MXception, modified CNN, MDL, 

MRDL, cGAN-VGG16 and CycleGAN-DenseNet, 

respectively. 

Fig. 10 depicts the recall of the different models 

applied on the apple, citrus and tomato fruit pictures. 

It highlights that the recall of the ArSAN-MRDL 

model on the apple fruit picture set is 15.5%, 11.7%, 

9.7%, 7.5%, 2.8%, 1.9% and 1.2% greater than the 

SVM, L2MXception, modified CNN, MDL, MRDL, 

cGAN-VGG16 and CycleGAN-DenseNet models, 

respectively. The recall of the ArSAN-MRDL model 

on the citrus fruit picture set is 14.85%, 12.34%, 

10.01%, 7.94%, 3.03%, 2.14% and 1.18%, 

respectively greater than the SVM, L2MXception, 

modified CNN, MDL, MRDL, cGAN-VGG16 and 

CycleGAN-DenseNet. For the tomato fruit picture set, 

the recall of the ArSAN-MRDL model is 13.73%, 

10.85%, 9.27%, 6.94%, 2.47%, 1.71% and 0.95%, 

respectively greater than the SVM, L2MXception, 

modified CNN, MDL, MRDL, cGAN-VGG16 and 

CycleGAN-DenseNet models. 

In Fig. 11, the f-measure of various models 

implemented on the different fruit picture sets is 

illustrated. It observes that the f-measure of the 

ArSAN-MRDL model on the apple fruit picture set is  
 

 
Figure. 10 Comparison of recall for ArSAN-MRDL and 

existing models on different fruit disease picture sets 

 

 
Figure. 11 Comparison of f-measure for ArSAN-MRDL 

and existing models on different fruit disease picture sets 

 

 
Figure 12. Comparison of accuracy for ArSAN-MRDL 

and existing models on different fruit disease picture sets 

 

16.32%, 11.87%, 10.06%, 7.65%, 3.09%, 2.27% and 

1.48% larger than the SVM, L2MXception, modified 

CNN, MDL, MRDL, cGAN-VGG16 and 

CycleGAN-DenseNet models, respectively. The f-

measure of the ArSAN-MRDL model on the citrus 

fruit picture set is 16.48%, 12.74%, 10.7%, 8.31%, 

3.42%, 2.3% and 1.32%, respectively larger than the 

SVM, L2MXception, modified CNN, MDL, MRDL, 

cGAN-VGG16 and CycleGAN-DenseNet models. 

For the tomato fruit picture set, the f-measure of the 

ArSAN-MRDL model is 15.16%, 11.27%, 9.4%, 

7.35%, 2.88%, 2.03% and 1.11% larger than the 

SVM, L2MXception, modified CNN, MDL, MRDL, 

cGAN-VGG16 and CycleGAN-DenseNet models. 

Fig. 12 portrays the accuracy of the different 

models on multiple fruit picture sets. It addresses that 

the accuracy of the ArSAN-MRDL model on the 

apple fruit picture set is 16.23%, 11.8%, 9.57%, 

7.57%, 2.96%, 2.18% and 1.3% better than the SVM, 
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L2MXception, modified CNN, MDL, MRDL, 

cGAN-VGG16 and CycleGAN-DenseNet models, 

respectively. The accuracy of the ArSAN-MRDL 

model on the citrus fruit picture set is 16.47%, 

12.72%, 10.26%, 8.17%, 3.28%, 2.48% and 1.46% 

better than the SVM, L2MXception, modified CNN, 

MDL, MRDL, cGAN-VGG16 and CycleGAN-

DenseNet models, respectively. For the tomato fruit 

picture set, the accuracy of the ArSAN-MRDL model 

is 14.82%, 11.09%, 9.12%, 7.15%, 2.36%, 1.76% 

and 0.86% better than the SVM, L2MXception, 

modified CNN, MDL, MRDL, cGAN-VGG16 and 

CycleGAN-DenseNet models, respectively.  

Thus, it realizes that the ArSAN-MRDL model 

enhances the performance of recognizing and 

classifying the variety of fruit diseases. This is due to 

the adoption of ArSAN for augmenting the number 

of pictures by creating more shadow-less fruit 

pictures, which supports the effective learning of the 

MRDL classifier. 

5. Conclusion 

In this paper, the ArSAN-MRDL model was 

developed for fruit disease classification. The ArSAN 

model was used to create shadow-free fruit pictures 

with multiple infections based on the different 

characteristics. Then, the MRDL model was trained 

to localize affected areas and classify them into target 

illness labels. At last, the test findings proved that the 

ArSAN-MRDL model on apple, citrus and tomato 

disorder picture sets reached an accuracy of 93.8%, 

93.78% and 93.76%, respectively, in contrast with 

the classical models. Thus, the overall accuracy of the 

ArSAN-MRDL model is about 2.87% superior to the 

MRDL model for multiple fruit disease classification. 
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