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Abstract: Breast cancer is a deadly disease; an accurate and early diagnosis of breast cancer is the most efficient 

method to decrease the death rate. But, in the early detection and diagnosis of breast cancer, differentiating abnormal 

tissues is a challenging task. In this paper, a weight-based AdaBoost algorithm is proposed for an effective detection 

and classification of the breast cancer. An AdaBoost algorithm effectively classifies the breast cancer classes by adding 

the weights to the samples in the week classifier during the training phase. A weighted vote is performed on the results 

of each week classifier, and the strong classifier is integrated according to the weight of the week classifier. The breast 

cancer image datasets named CBIS-DDSM and MIAS are utilized for effective classification. Tumor-like regions 

(TLRs) are diagnosed by utilizing the optimum method of Otsu thresholding to enhance training abilities. The 

convolutional neural network (CNN) architectures of the AlexNet and ResNet50 are utilized for the feature extraction. 

A weight-based AdaBoost algorithm is proposed for the classification of breast cancer mammogram images into four 

classes benign calcification (BC), malignant calcification (MC), benign mass (BM) as well and malignant mass (MM). 

The results shows that the proposed weight based AdaBoost algorithm delivers the performance metrics such as 

accuracy, specificity, sensitivity, precision and F1-score values about 99.56%, 99.38%, 99.40%, 98.89% and 99.18% 

respectively, which ensures the accurate classification results compared with the existing methods such as IMPA-

ResNet50, Gray difference weight and MSER detector, MLO and CC methods.   

Keywords: AlexNet, Breast cancer detection, Convolutional neural network, Deep learning, Otsu thresholding, 

Resnet50, Weight based AdaBoost. 

 

 

1. Introduction 

According to the world health organization 

(WHO), breast cancer is the most frequent cancer in 

women and the second most common cancer in the 

world [1]. Breast cancer can occur in both men and 

women, but the occurrence rate in men is 1 out of 100 

[2]. An early diagnosis is important, because, the 

cancer spreads to affect the whole breast or other 

parts [3]. Breast cancer can be divided into two types 

according to the visualization of cells using a 

microscope. The two types are invasive ductal 

carcinoma (IDC) as well as ductal carcinoma in situ 

(DCIS) [4]. Screening is an efficient way of 

minimizing the rate of mortality from breast cancer. 

Various imaging techniques like mammography, 

elastography, and ultrasound imaging are utilized for 

the diagnosis of breast cancer [5]. The female 

population-based systematic screening with 

mammograms and early diagnosis of breast cancer 

can increase the patient’s survival as well as 

minimize the essential treatment side effects [6].     

Early detection of breast cancer is a significant 

method to maximize the chances of treatment and 

survival rate of the affected patients [7]. The breast 

cancer diagnosis majorly consists of pathological and 

imaging diagnosis. The diagnosis using image is a 
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non-invasive diagnostic method compared to 

pathological diagnosis [8]. Medical images are 

important sources of useful information and various 

imaging techniques such as mammography, 

ultrasound (US) imaging, thermography, and 

elastography are being widely used for diagnosing 

breast cancer [9]. Thermography is a low-cost 

technique, safer, non-invasive as well as non-contact 

screening method that can detect cancer at an early 

stage, even in precancerous conditions [10]. The 

thermal images were normally interpreted by human 

experts. A breast X-ray image is captured by the 

mammography to identify and diagnose breast cancer 

disease [11]. Mammography is the most popular 

imaging technique for detecting breast cancer, but it 

has some limitations such as low sensitivity, over-

ionizing radiations and is not suitable for dense 

breasts [12]. The computer-based programs that alert 

radiologists to variations of optimum in 

mammography as well as permit integrated film 

misleading are the potential points [13]. The 

proposed method’s goal is early detection and 

classification of breast cancer using a weight based 

AdaBoost algorithm with the feature extraction using 

AlexNet and ResNet50. The advantages include 

enhanced feature extraction, improved classification 

accuracy, efficiency and flexibility. These 

advantages collectively contribute to the 

development of accurate and efficient classification. 

The major contributions of this proposed study are 

given as follows: 

 

• The optimum Otsu thresholding method is 

utilized to identify the tumor-like-regions 

(TLRs) to enhance training abilities. 

• The AlexNet and ResNet50 architectures of 

convolutional neural network (CNN) are 

utilized for the extraction of features to detect 

the features in the image of breast cancer 

detection. 

• In classification, a weight based AdaBoost 

algorithm is used for the classification of 

breast cancer into four classes benign 

calcification (BC), malignant calcification 

(MC), benign mass (BM) and malignant mass 

(MM) by adding the weights to the samples in 

the week classifier during the training phase.  

 

The rest of the manuscript is organized as 

follows: Section 2 illustrates the literature review. 

The proposed model is presented in section 3. The 

experimental result of the proposed model is 

illustrated in section 4. The summary is described in 

section 5. 

2. Literature survey 

Houssein [14] implemented a novel classification 

model for the diagnosis of breast cancer using marine 

predators’ algorithm and an improved optimization 

algorithm called IMPA-ResNet50. This model 

utilized an opposition-based learning strategy to cope 

using the implied weakness of the original MPA for 

improving the model. This model utilized two 

datasets MIAS as well as CBIS-DDSM. This model 

improved the accuracy of results of breast cancer 

diagnosis. The IMPA-ResNet50 was only 

implemented to classify mammography images. 

Those results were limited to a specific dataset, 

MIAS dataset, and CBIS-DDSM dataset and may not 

be generalized to the other dataset. 

Sanchez-Cauce [15] implemented a novel method 

for the early detection of breast cancer by combining 

various perspectives with clinical and personal data. 

This method utilized a multiple input classification, 

which utilizes the convolutional neural network 

(CNN) benefits for the analysis of the image. This 

method initially utilized the thermal images of 

personal and clinical data for an analysis of cancerous 

images. This method enhanced the classification 

performance as well as achieved the best accuracy by 

adding thermal images. The DMR database had small 

size (only 287 patients before data cleansing) makes 

it difficult to apply deep learning techniques. 

Allugunti [16] implemented a method of 

computer-aided diagnosis (CAD) for breast cancer 

patient identification as well as diagnosis. This 

method utilized multiple classes such as cancer, no 

cancer and non-cancerous for the identification and 

diagnosis of patients under the management of a 

database. This method enhanced the model 

performance and achieved better accuracy results by 

pre-processing the data and by controlling the 

mammogram images in advance. However, in order 

to pre-process the images, the imaging method 

demands a significant amount of processing 

resources. 

Divyashree and Kumar [17] performed 

background supervision and pectoral muscle removal 

utilizing a gray difference weight and MSER detector. 

A contrast-limited adaptive histogram equalization 

(CLAHE) and de-correlation stretch were performed 

to improve the detection of breast region. This model 

utilized two datasets MIAS as well as CBIS-DDSM. 

This model achieved better accuracy results in 

segmentation and detection of breast cancer. The 

CBIS-DDSM dataset was able to detect 192 images 

with exact locations as given in dataset, but failed to 

detect the eight mass images. 

Alanazi [18] implemented boosting automatic  
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Figure. 1 Workflow of proposed methodology 

 

breast cancer identification by determining the tissue 

zones of hostile ductile carcinoma in whole-side 

images. This implemented method was evaluated 

using the number of architectures of convolutional 

neural networks for automatic breast cancer detection 

by comparing the machine learning algorithms. By a 

combination of machine learning algorithms, this 

method achieved better accuracy, but this method had 

consumed a much time for obtaining better 

performance. 

Salama and Aly [19] developed a new framework 

for breast cancer image segmentation and 

classification. This method utilized the cranio caudal 

(CC) vision and mediolateral oblique (MLO) 

technique for the identification and diagnosis of 

breast cancer. The transfer learning and data 

augmentation approach was utilized to solve the 

problem of tagged data in breast cancer. This method 

achieved the best result and less computational time 

but this method does not clearly classify all the 

images. 

Tembhurne [20] implemented a computer-aided 

transfer learning with a deep learning model as a 

binary classifier for breast cancer detection. The 

sequential architecture of deep learning was followed 

on an individual channel for the extraction of features 

as well as classification. This method utilized the 

combining techniques of multiple channels for 

devising the architecture of a dual ensemble. This 

method achieved better accuracy results by utilizing 

multiple channels. But for more precise diagnosis it 

needs to implement the segmentation task. 

The limitations found from the related work are 

the time complexity to train multiple classifiers, the 

small number of databases to apply, the proper 

screening images as well as utilization of the 

secondary Kaggle databases. These limitations 

caused the inappropriate results so to overcome this, 

a weight-based AdaBoost classification algorithm is 

proposed for breast cancer detection. To classify the 

breast cancer mammogram images into four classes 

such as BC, MC, BM and MM as well as earlier 

diagnosis of this disease.   

3. Proposed methodology 

The proposed weight based AdaBoost algorithm 

is utilized for breast cancer detection using CBIS-

DDSM dataset. This section consists of four different 

stages which include data collection, extraction of 

TLRs, feature extraction and classification. Fig. 1 

represents the workflow of the proposed breast 

cancer detection methodology.  

3.1 Dataset description 

The experiments of this proposed method utilize 
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the breast cancer dataset named digital database for 

screening mammography (DDSM) and 

mammographic image analysis society (MIAS). The 

curated breast imaging subset (CBIS-DDSM) [21] is 

a standard and advanced form of the DDSM dataset 

that is utilized to take not only normal cases but also 

abnormal cases. This dataset consists of four classes 

such as BC, MC, BM and MM. This dataset consists 

3549 region of interest as 1852 (1132 benign and 720 

malignant) for calcification nodules and 1697 (913 

benign and 784 malignant) for mass nodules.  This 

type of image can be converted from the format of 

DICOM to the format of PNG with the size of. The 

MIAS [22] dataset contains 322 mammographic 

images with size of 1024 × 1024 in the format of 

Portable Grey Map. Further image size is reshaped 

into 256 × 256. This dataset has two classes: normal 

(209) and abnormal (113). The abnormal category 

was divided into two classes: benign and malignant 

of 65 and 48 images. The classifications, 

asymmetries and masses are the abnormalities types 

identified in the data. For the CBIS-DDSM and 

MIAS dataset, this process utilized the 5-fold cross-

validation due to its increased size. This is divided 

into two portions such as 80% for training and 20% 

for validation. The provided results are evaluated as 

the average number of folds. The collected dataset is 

provided to the tumor-like regions for extraction.   

3.2 Extraction of tumor-like-regions 

After collecting the data, the Otsu thresholding 

technique is used to extract the TLRs. The extracted 

TLRs are utilized for low-cost feature extraction in 

the sense of time complexity. The TLRs are a grey-

level image, and the tumor regions are extracted 

using the Otsu thresholding. The Otsu thresholding is 

utilized for identifying the TLRs to enhance the deep 

learning training abilities. Initially, a Gaussian 

smoothing is employed to traditional ROI image, 

𝐼𝑀𝑂𝑅𝐺, to access the Otsu method to settle on features 

of the universal image. The Gaussian kernel G is 

described in Eq. (1) as follows: 

 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2 𝑒− 𝑥2+𝑦2

2𝜎2                                  (1) 

 

Where, (𝑥, 𝑦)  – pixel’s cartesian coordinates; 𝜎  – 

Gaussian kernel standard deviation. The optimum 

Otsu thresholding, which reduces the variance of 

class, is a common measure utilized in the analysis of 

statistical discriminant.   

3.3 Feature extraction 

After extracting the TLRs, the image features are 

extracted by using the convolutional neural network 

(CNN) [23]. The CNN contains two layers such as 

fully connected layers have to perform the 

classification and the convolutional layers have to 

extract the lower and higher order image features. 

The AlexNet and ResNet50 are the most commonly 

utilized architectures in the CNN model with the aim 

of significant achievement in the medical field, 

especially in the detection of breast cancer. Thus, 

these two architectures are utilized to achieve the best 

performance for the proposed system. 

3.3.1. AlexNet architecture  

The AlexNet [24] is one of the CNN architectures, 

which is majorly utilized to extract the image features. 

The AlexNet consists of multiple layers such as five 

convolutional layers, three pooling layers as well as 

three fully connected layers, and its basic architecture 

is depicted in Fig. 2. An AlexNet utilizes [256 ×
256 × 3] image as an input to the feature extraction.  

Every neuron in convolutional layers calculates 

the dot product among its weights as well as local 

regions, which are attached to the input volume. All 

convolutional layers are later with the pooling layer, 

to execute down sampling tasks besides the spatial 

dimensions to minimize the number of calculations 

as well as enhance the robustness of the model. A 

fully connected layers task is to extract the 

convolutional layers features and then extracted 

feature vectors are considered as the output for 

classification. 

3.3.2. ResNet50 architecture 

The ResNet is a short form of residual network 

[25]. The ResNet is a CNN architecture and the 

convolutional layer with 50 layers is called ResNet50. 

The ResNet50 is designed by combining the five 

convolutional layers and it utilizes the input of 
[256 × 256 × 3]  five convolutional layers. The 

convolutional Resnet50 utilizes a neural network 

comprised of 50 convolution layers, that are trained 

on the known dataset called CBIS-DDSM to classify 

the objects into four classes. This method utilizes the 

pre-trained ImageNet weights. The various kernel 

sizes are utilized in an average pooling to minimize 

the variance as well as extract the low-level features 

from images. The basic idea of ResNet50 is to skip 

the blocks of convolutional layers by utilizing the 

shortcut connections of the convolutional layers. The 

ResNet50 is developed by the residual learning 

framework and the network layers are given to the 

residual mapping instead preferred secret mapping 

between inputs and outputs. These convolutions are a 

max pool layer, which is followed by 1 fully  
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Figure. 2 AlexNet architecture 

 

 
Figure. 3 ResNet50 architecture 

 

connected layer with size [1000] . In ResNet50, 
[𝑓𝑐1000] is utilized to extract features and then used 

these features as input for the classification. Fig. 3. 

depicts the basic architecture of ResNet50.    

3.4 Classification 

After the extraction of the feature, the 

AdaBoosting algorithm [26] is utilized to classify 

breast cancer detection. An extracted features output 

is further proceeded to the classification of images in 

breast cancer. The AdaBoost is an effective and 

repetitive ensemble algorithm, that requires less 

amount of training samples benefit using updating 

weight of training samples. The AdaBoost algorithm 

is a classification and iterative-based algorithm.  

3.4.1. Weight based AdaBoost algorithm 

In the AdaBoost algorithm, the predicted output 

of the weak learning machine-generated by each 

iteration is compared with the actual output. A recent 

training sample as well as a recent weak learning 

weight compound predictor are updated based on the 

variation between the predicted and actual output. 

After updating and iterating training samples for the 

next weak learning machines, analysis of prediction 

is performed again until the last weak learning 

machine stops. Thus, this algorithm majorly merges 

the amount of weak learning machines' output to 

make the strongest prediction. Initially, each sample 

weight is equal and can be formulated in Eq. (2) as;  

 

𝑤𝑘(𝑖) =
1

𝑛
                                                          (2) 

 

Where, 𝑤𝑘(𝑖) – sample weight 𝑖 in 𝑘 round. The test 

error is utilized to modify the weak classifier weight, 

hence to modify the latter classifier process of 

training as well as train the whole classifier one after 

another and acquire the strongest classifier based on 

the weak classifier final weight. In AdaBoost 

algorithm, is divided into two types such as additive 

and forward step-by-step models. In the additive 

model, the binary classification model with 𝑇 weak 

classifier, when the training sample is 𝑛, the strongest 

classifier is obtained by the integration, which is 

formulated in Eq. (3) as;  

 

𝐻(𝑥) = 𝑠𝑖𝑔𝑛(𝑓(𝑥)) = 𝑠𝑖𝑔𝑛 (∑ 𝛼𝑡
𝑇
𝑡=1 ℎ𝑡(𝑥))   (3) 

 

In the step-by-step model, the classifier is 

produced by the new iteration is trained based on the 

classifier from the last iteration and it can be 

described in Eq. (4) as; 
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𝐻(𝑥)𝑚 = 𝐻(𝑥)𝑚−1 + 𝛼𝑡ℎ𝑡(𝑥)                       (4) 

 

Where, 𝛼𝑡 – 𝑡𝑡ℎ weak classifier weight;  

ℎ𝑡(𝑥) – weak classifier result of the classification 

in 𝑡𝑡ℎ iteration;  

𝐻(𝑥) – weak classifiers linear combination; 

𝐻(𝑥)𝑚−1- a combination of weak classifiers in 

the last iteration. 

The calculation of the weight for every weak 

classifier round is expressed in Eq. (5) and training 

sample distribution is adjusted using 𝛼𝑡  is expressed 

in Eq. (6) as;  

 

𝛼𝑡 =
1

2
𝑙𝑛 (

1−∈𝑡

∈𝑡
)                                             (5) 

 

𝑤𝑡−1 =
𝑤𝑡

𝑧𝑡
𝑒𝑥𝑝 (−𝛼𝑡𝑦ℎ𝑡(𝑥))                          (6) 

 

Where, 𝑤𝑡  – last round distribution weight training 

samples; 

𝑦 – label of classification; 

𝑧𝑡 – normalization factor. 

In this study, an original AdaBoost algorithm is 

improved by adding the weights of the samples that 

are classified wrongly in every iteration. The samples 

are misclassified number of times, which causes the 

samples' weight to increase frequently and outcomes 

in a severe weight imbalance sample distribution. To 

solve this issue, in this study, the weights in the 

AdaBoost algorithm. Adjusting the weight 𝑤𝑡 

obtained from 𝑡𝑡ℎ iteration is to decrease the variance 

in sample weights between (𝑡 − 1)th iteration and 

the 𝑡𝑡ℎ  iteration is to decrease the imbalance of 

sample weight distribution and it can be expressed in 

Eq. (7) as;  

 

𝑠𝑡 = 𝑤𝑡−1 +
𝑧.𝑒−|𝑧|

1+𝑒−|𝑧|                                        (7) 

 

Where, 𝑧 = 𝑤𝑡 − 𝑠𝑡−1, 𝑤𝑡−1 - weight acquired from 

the last iteration. 

𝑠𝑡 – adjusted weight. 

In the original AdaBoost algorithm, each sample's 

initial weight is arranged uniformly. The method 

utilized to arrange each sample weight can mentioned 

in Eq. (2). In a weight based AdaBoost, each sample's 

initial weight is arranged based on the time point, that 

produces the sample. This can be formulated in Eq. 

(8) as;  

 

𝑤1(𝑖) =
(1.01)𝑌𝑖−𝑚𝑖𝑛𝜍(𝑌𝜍)

∑ (1.01)𝑌𝑠−𝑚𝑖𝑛𝜍(𝑌𝜍)𝑛
𝑖=𝑠

                          (8) 

 

Where,𝑌𝑖 – the year that sample 𝑖  is generated. 

Thus, the sample will obtain a nearby maximum 

weight, if this is a newer sample. With the above 

function, the newest sample can obtain a nearby 

maximum weight in step 1. A weight-based 

AdaBoost algorithm achieves better classification in 

the newest sample.  

An AdaBoost algorithm introduces a model of 

one-hot vector space. The fault classification index 

location in the mapping vector is 1, and other 

locations are 0, K is the mapping vector size and it 

can be expressed in Eq. (9) as; 

 

�⃗�1 = [
1
0
1

] , . . . , �⃗�𝑘 = [
0
1
0

] , . . . �⃗�𝑘 = [
0
0
1

]               (9) 

 

Obtaining the output vector of the AdaBoost by 

combining the output vector of the base classifier and 

the predicted fault AdaBoost label can be defined in 

Eq. (10) as; 

 

𝑌𝑝 = 𝑎𝑟𝑔 𝑚𝑎𝑥 ℎ⃗⃗𝑝(�⃗�𝑝(𝑖))                            (10) 

 

The output ℎ⃗⃗𝑝(�⃗�𝑝) of AdaBoost obtained by 𝑃 

different measurement methods is regarded as a sub 

classifier. The cosine similarity matrix-vector 𝑐𝑡
𝑝

 of 

the 𝑡𝑡ℎ classifier is obtained, according to the input 

one-shot vector �⃗�𝑝  and the output vector �⃗�𝑡
𝑝
 

generated by the 𝑡𝑡ℎ  base classifier. This can be 

represented by Eqs. (11) and (12) as; 

 

𝑐𝑡
𝑝

= [𝑐𝑡
𝑝

(1) . . . 𝑐𝑡
𝑝

(𝑘) . . . 𝑐𝑡
𝑝

(𝐾)], 𝑐𝑡
𝑝

(𝐾) =
𝑠𝑖𝑚𝑡

𝑝
(𝐾)

𝑁𝑝(𝐾)
 

(11) 

 

𝛼𝑡
𝑝

(𝐾) =
𝑒𝑥𝑝(𝑐𝑡

𝑝
(𝐾))

∑ 𝑒𝑥𝑝(𝑐𝑡
𝑝

(𝐾))
𝑝
𝑝=1

                                 (12) 

 

The improved strong classification results are 

obtained and it is expressed in Eq. (13) as; 

 

�⃗⃗⃗�(�⃗�) = ∑ �⃗�𝑝. ℎ⃗⃗𝑡
𝑝

(�⃗�
𝑝
𝑝=1 ) = ∑ ∑ �⃗�𝑡

𝑝
. 𝛽𝑡�⃗�𝑡

𝑇
𝑡=1

𝑝
𝑝=1   (13) 

 

The final classification label of the fault diagnosis 

can be defined in Eq. (14) as; 

 

𝑌(𝑖) = 𝑎𝑟𝑔 𝑚𝑎𝑥(�⃗⃗⃗�(�⃗�(𝑖))                           (14) 

 

In this classification, the AdaBoost algorithm is 

improved by adding and adjusting the weights to 

improve the classification performance and accuracy.  
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Table 1. Performance analysis of various network methods with proposed network method 

Methods Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1-score (%) 

GoogleNet 90.94 90.40 89.45 90.21 89.89 

MobileNet 92.86 92.34 92.03 91.82 91.64 

AlexNet 95.86 95.64 95.19 94.64 94.23 

ResNet50 98.59 98.33 98.08 97.07 97.68 

AlexNet-ResNet50 99.56 99.40 99.38 98.89 99.18 

 

 

 
Figure. 4 Graphical representation of proposed methods 

various network methods 

 

 
Figure. 5 Graphical representation of proposed methods 

various network methods 

4. Results 

The proposed method is implemented on 

MATLAB software and system specification with 

Windows 10 operating system, Intel core i5 processor 

and 4GB RAM. The proposed breast cancer detection 

method utilized a number of performance metrics to 

estimate the system performance. Statistical 

parameters like accuracy, specificity, precision, 

sensitivity, F1-score, false discovery rate (FDR), 

false omission rate (FOR) andarea under the curve 

(AUC) are used for evaluating the proposed method. 

The mathematical expression for each metric is 

described as the following Eqs. (15 to 22) as;  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                (15) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                          (16) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                          (17) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                            (18) 

Table 2. Performance analysis of various network 

methods with the proposed network method 

Methods False Discovery 

Rate (%) 

False 

Omission 

Rate (%) 

GoogleNet 91.39 90.39 

MobileNet 87.45 86.75 

AlexNet 82.29 85.38 

ResNet 78.68 80.46 

AlexNet-

ResNet50 

75.23 79.59 

 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
                                  (19) 

 

𝐹𝑎𝑙𝑠𝑒 𝐷𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑦 𝑅𝑎𝑡𝑒 (𝐹𝐷𝑅) =  
𝐹𝑃

𝑇𝑃+𝐹𝑃
           (20) 

 

𝐹𝑎𝑙𝑠𝑒 𝑂𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 (𝐹𝑂𝑅) =  
𝐹𝑁

𝑇𝑁+𝐹𝑁
            (21) 

 

𝐴𝑈𝐶 =
∑ 𝑅𝑖(𝐼𝐼)−𝐼𝐼(𝐼𝐼+𝐼)/2

𝐼𝐼+𝐼𝑓
                                     (22) 

 

Where,  

TP – True positive;              

TN – True negative; 

FP – False positive; 

FN – False negative; 

𝐼𝐼 – Number of positive images; 

𝐼𝑓 – Number of negative images; 

𝑅𝑖 – Rate of 𝑖th image. 

4.1 Performance analysis 

This section shows the quantitative and 

qualitative analysis of the proposed weight based 

AdaBoost algorithm with AlexNet and resNet50 for 

breast cancer detection and early diagnosis in terms 

of achievable sum rate.   

Table 1 and Fig. 4 represents performance 

analysis of various network for the CBIS-DDSM 

dataset. The GoogleNet, MobileNet, AlexNet and 

ResNet50 are measured and compared with the 

AlexNet-ResNet50. The obtained result shows that 

the proposed AlexNet-ResNet50 model achieves 

better results by using performance metrics like 

Accuracy, Sensitivity, Specificity, Precision, and F1- 
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Table 3. Performance analysis of proposed methods with existing methods 

Methods Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1-score (%) 

KNN 91.87 91.34 91.18 90.27 90.86 

SVM 93.72 93.69 92.39 92.88 92.69 

RF 95.87 95.52 95.31 94.15 94.65 

AdaBoost 97.96 97.69 97.38 96.02 96.59 

Weight based AdaBoost 99.56 99.40 99.38 98.89 99.18 

 

 

 
Figure. 6 Graphical analysis of the proposed method with 

different methods 

 

score values of about 99.56%, 99.40%, 99.38%, 

99.89% and 99.18%. 

Table 2 and Fig. 5 represents performance 

analysis of various network for the CBIS-DDSM 

dataset. The GoogleNet, MobileNet, AlexNet and 

ResNet50 are measured and compared with the 

proposed AlexNet-ResNet50. By combining AlexNet 

and ResNet50, which enables much faster training at 

each layer, achieves better accuracy. The obtained 

result shows that the AlexNet-ResNet50 model 

achieves a better result by using performance metrics 

like false discovery rate (FDR) and false omission 

rate (FOR) values of about 75.23% and 79.59%.  

Table 3 and Fig. 6 represent the performance 

analysis of different classification methods for the 

CBIS-DDSM dataset. The K-nearest neighbor 

(KNN), support vector machine (SVM), random 

forest (RF), and AdaBoost are measured and 

compared with the proposed weight based AdaBoost. 

The obtained result shows that the proposed weight 

based AdaBoost model achieves better results by 

using the performance metrics like accuracy, 

sensitivity, specificity, precision, and F1-score values 

of about 99.56%, 99.40%, 99.38%, 99.89% and 

99.18%.  

Table 4 and Fig. 7 represent the performance 

analysis of different classification methods for the 

CBIS-DDSM dataset. The K-nearest neighbor 

(KNN), support vector machine (SVM), random 

forest (RF), and AdaBoost are measured and 

compared with the proposed weight based AdaBoost. 

The weight-based AdaBoost increased the accuracy 

by converting the number of weak learning classifiers  
 

Table 4. Performance analysis of proposed methods with 

existing methods 

Methods False Discovery 

Rate (%) 

False Omission 

Rate (%) 

KNN 89.93 91.34 

SVM 85.29 86.68 

RF 81.89 85.27 

AdaBoost 79.52 80.34 

Weight based 

AdaBoost 

75.23 79.59 

 

 

 
Figure. 7 Performance analysis of proposed methods with 

existing methods in terms of FDR and FOR 

 

into a single strong classifier. The obtained result 

shows that the proposed weight based AdaBoost 

model achieves a better result by using performance 

metrics like false discovery rate (FDR) and false 

omission rate (FOR) values about 75.23% and 

79.59%.  

4.2 Comparative analysis 

This section shows the comparative analysis of 

the proposed weight AdaBoost algorithm in terms of 

method, datasets, accuracy, sensitivity, specificity, 

precision, F1-score and AUC of the CBIS-DDSM 

dataset are shown in Table 5 and the proposed 

method with MIAS dataset is shown in Table 6. The 

accuracy, sensitivity, specificity, precision, F1-score 

and AUC of the proposed weight-based AdaBoost are 

more efficient than the existing methods. Table 5 

shows the comparative analysis of the proposed 

method with recent research methods using CBIS-

DDSM dataset. Table 6 shows the comparative  
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Table 5. Comparative analysis of proposed method with existing methods of the CBIS-DDSM dataset 

Method Dataset Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

F1-

Score 

(%) 

AUC 

(%) 

Computational 

time (sec) 

IMPA-ResNet50 

[14] 

CBIS-

DDSM 

 

98.32 96.61 98.56 98.68 97.65 97.88 N/A 

Gray difference 

weight and MSER 

detector [17] 

90.38 84.47 75.71 75.71 N/A N/A N/A 

MLO and CC [19] 98.87 98.98 N/A 98.79 97.99 98.88 1.2134 

Proposed Weight 

based AdaBoost 

Algorithm 

99.56 99.40 99.38 98.89 99.18 99.29 1.0148 

 

 
Table 6. Comparative analysis of proposed method with existing methods of the MIAS dataset 

Method Dataset Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

F1-Score 

(%) 

AUC 

(%) 

IMPA-ResNet50 [14] 

MIAS 

 

98.88 97.61 98.40 98.30 97.10 99.24 

Gray difference weight 

and MSER detector 

[17] 

94.12 90.68 77.70 91.96 

 

N/A 

 

N/A 

 

Proposed Weight based 

AdaBoost Algorithm 

99.29 99.06 99.18 98.97 99.21 99.04 

 

 

analysis of the proposed method with recent research 

methods using MIAS dataset. 

4.3 Discussion 

This section illustrates the limitations of existing 

methods and explains how the proposed method 

overcomes such limitations. The existing model such 

as the computer-aided diagnosis (CAD) [16] method 

has some limitations which consume more time while 

training multiple classifiers. Gray difference weight 

and MSER detector [17] has few risks in some 

images which has no significant contrast pectoral 

muscle. The proposed weight-based AdaBoost 

algorithm achieved better performance by combining 

the AlexNet and ResNet50 architectures in the 

feature extraction and increasing the weights in the 

AdaBoost algorithm. The proposed weight based 

AdaBoost algorithm on CBIS-DDSM achieved an 

accuracy of 99.56%, sensitivity of 99.40%, 

specificity of 99.38%, precision of 99.89, F1-score of 

99.18%, AUC of 99.29 and computational time of 

1.0148 sec respectively.  While on MIAS dataset, 

proposed weight based AdaBoost algorithm achieved 

an accuracy of 99.29%, sensitivity of 99.06%, 

specificity of 99.18%, precision of 98.97, F1-score of 

99.21% and AUC of 99.04%.   

5. Conclusion 

In this research, the breast cancer detection and 

early diagnosis weight based AdaBoost algorithm is 

proposed. The proposed method is used to evaluate 

the breast cancer image datasets named CBIS-DDSM 

and MIAS. The Otsu thresholding method is utilized 

to identify the tumor-like-regions (TLRs) to enhance 

the training abilities. The network architectures of the 

AlexNet and ResNet50 are utilized for the feature 

extraction. An AdaBoost algorithm is a classification 

algorithm, mostly utilized for medical applications, 

especially in the detection of breast cancer. A weight-

based AdaBoost algorithm is used for the 

classification of the mammogram images into four 

classes benign calcification (BC), malignant 

calcification (MC), benign mass (BM) as well and 

malignant mass (MM). The proposed method 

achieves better accuracy results in the classification 

and achieved the accuracy result of 99.56% by 

comparison of the existing research models and the 

evaluation results using parameter metrics. In the 

future, this proposed method will extend to utilize the 

huge number of datasets to improve the best 

classification results of breast cancer.  

Notation 

Variables Descriptions 

(𝑥, 𝑦) Pixel’s cartesian coordinates 

𝜎 Gaussian kernel standard deviation 

𝑤𝑘(𝑖)  Sample weight 𝑖 in 𝑘 round 

𝐻(𝑥)  Weak classifiers linear combination 
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𝐻(𝑥)𝑚−1 Combination of weak classifiers in the 

last iteration 

ℎ𝑡(𝑥) Weak classifier result of the 

classification in 𝑡𝑡ℎ iteration 

𝛼𝑡  𝑡𝑡ℎ weak classifier weight 

𝑤𝑡   last round distribution weight training 

samples 

𝑦  label of classification 

𝑧𝑡  normalization factor 

𝑧 = 𝑤𝑡 −
𝑠𝑡−1, 𝑤𝑡−1  

weight acquired from the last iteration 

𝑠𝑡  adjusted weight 

𝑌𝑖   Year that sample 𝑖 is generated 

𝐾 Mapping vector size 

ℎ⃗⃗𝑝(�⃗�𝑝) Output of AdaBoost obtained by 𝑃 

different measurement methods 

𝑐𝑡
𝑝
 Cosine similarity matrix-vector of the 

𝑡𝑡ℎ classifier 

�⃗�𝑝 input one-shot vector  

�⃗�𝑡
𝑝
 output vector generated by the 𝑡𝑡ℎ base 

classifier 

𝑌(𝑖) Final classification label of fault 

diagnosis 
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