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Abstract: Nodule segmentation in lung computed tomography (CT) images is a significant part of the detection and 

diagnosis of lung cancer. Automatic analysis of lung CT images is necessary to calculate lung nodule characteristics 

for recognizing malignancy. In recent years, deep learning and neural networks have been used in medical applications. 

Deep learning utilizes neural networks to train huge amounts of information which effectively learns the nodule 

features in lower to higher grades for segmenting and predicting the medical images. In this paper, the proposed cat 

swarm optimization (CSO) based recurrent neural network (RNN) is utilized for lung nodule segmentation. The 

proposed model is estimated on the freely accessible lung image database consortium and image database resource 

initiative (LIDC-IDRI) dataset. The proposed model is segmented by using the markov random field (MRF) based 

firefly algorithm (FA) and cuckoo search algorithm (CSA). The result shows that the proposed CSO based RNN model 

delivers performance metrics like dice coefficient (DC) loss and accuracy values of about 96.28% and 90.28% 

respectively, which ensures accurate nodule segmentation in lung CT images. 

Keywords: Cat swarm optimization, Computed tomography images, Medical diagnosis, Nodule segmentation, 

Recurrent neural network. 

 

 

1. Introduction 

Nodule segmentation in lung CT images plays a 

significant role in the clinical diagnosis of lung 

tumors. Among the nodule variety, the solitary 

nodule has simple segmentation and clear boundaries 

while the non-solitary nodule has unclear boundaries 

[1]. For instance, the volume doubling time (VDT) 

and mass doubling time (MDT) are evaluated based 

on nodule segmentation which is an important part of 

lung nodule treatment and diagnosis [2]. In medicine, 

nodules lesser than 10mm in diameter are managed 

by CT to decide whether is malignant tumor [3]. 

Nodules expand in a short range (VDT<20) for long 

range (VDT500) are most likely benign and these 

benign nodules are managed by medicines only [4]. 

The nodules with the VDT (between 30-500) are 

most probably too malignant and need operative 

treatment [5]. The calculation of both VDT and MDT 

needs the exact and compatible nodule segmentation 

more than two times and the output is critical [6]. To 

handle these types of problems, it is essential to 

establish computer-aided or automatic lung nodule 

segmentation [7]. 

The perfect segmentation of the lung nodules is 

difficult, by considering nodule location, shape, size, 

and texture and the intensity may vary with the 

boundaries [8]. There are several kinds of lung 

nodules such as juxta vascular, isolated, juxta pleural, 

cavitary, calcific, ground-glass opacity, and small 

nodules [9]. Automatic investigation of lung CT 

images is necessary to calculate lung nodule 

characteristics to recognize malignancy [10]. The 

lung nodule segmentation determines the malignancy 

by investigating the nodule size and structure [11]. 

Other nodule segmentations have been represented in 

previous years and their accuracy is not high because 

of various challenges in lung nodule segmentation 

[12]. In recent years, deep learning and neural 

networks have been used in CT images for medical 

applications. Deep learning utilizes neural networks 

to train huge amounts of information, effectively 
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learn the nodule features in lower grades and form 

higher-grade features to segment and predict the 

medical images [13]. The contribution of this 

proposed paper is specified as follows: 

 

• The min-max normalization technique is 

employed to pre-process the data. The firefly 

algorithm and cuckoo search algorithm are 

used for segmentation.  

• The shape and texture-based feature 

extraction is utilized for generating more 

informative data. 

• A cat swarm optimization (CSO) based 

recurrent neural network (RNN) model is 

introduced using the LIDC-IDRI dataset for 

nodule segmentation in lung CT images. 

 

The rest of the portion present in the manuscript 

is organized as follows: Section 2 illustrates the 

literature review. The block diagram of the proposed 

model is presented in section 3. The experimental 

result of this proposed model is illustrated in section 

4. Section 5 describes the summary of this paper. 

2. Literature survey 

Zhang [14] introduced a multiscale dense residual 

neural network based lung nodule segmentation in 

CT images using LIDC-IDRI dataset. The dense 

residual network connection and the convolution 

design of the expanded sawtooth were attached in the 

feature extraction. Additionally, the local residual 

design was added to the unsampling process. This 

MDRU-net model accurately makes the 

segmentation outputs and it can reuse the image 

multiscale features. However, the limitations such as 

low nodule tissues into foreground areas with false 

positives and unsatisfactory segmentation effects. 

Usman and Shin [15] developed a lung nodule 

segmentation for a dual encoder based hard attention 

network with an adaptive ROI mechanism using 

LIDC-IDRI dataset. This proposed model was used 

for producing the 3-dimensional segmentation of 

lung nodules with the basic vision. This model was 

used to minimize the computational complexity by 

optimizing the performance in terms of execution 

duration. This developed model has an enormous 

increase in the computational cost which hinders the 

solutions in real-time clinical applications. 

Banu [16] implemented a lung nodule 

segmentation for attention- aware weight excitation 

U-Net (AWEU-Net) using LIDC-IDRI and LUNA16 

datasets. The PAWE and CAWE model was used for 

connection among the channel and spatial features. 

The CNN model was used to learn important 

attributes to improve the capability among non-

nodule and nodule features. This developed model 

with the deep segmentation network is better, to 

reduce small object boundaries. However, it has an 

high computational cost and this model relies on 

various preprocessing and postprocessing procedures.  

Shi [17] introduced an automatic lung nodule 

segmentation for aggregation U-Net generative 

adversarial networks (AUGAN) using LIDC-IDRI 

dataset. The GAN was developed for performing the 

image segmentation and the AUGAN was developed 

for automatic segment nodules in lung CT images. 

This proposed model does not rely on any kind 

assumptions while a huge number of standard 

methods assume that the data accept some specific 

distribution. The proposed model produces restricted 

sample varieties and highly sensitive to the 

hyperparameter selections. 

Singadkar [18] developed a lung nodule 

segmentation based on a deep deconvolutional 

residual network (DDRN) for CT images using the 

LIDC-IDRI dataset. This proposed model was trained 

and captured several varieties of nodules from two-

dimensional CT images. This model uses short and 

long connections in convolutional and 

deconvolutional networks to maintain the spatial 

details and it helps to increase convergence of the 

deep networks. However, this developed model 

nodule segmentation with a fixed size of 

morphological operator is difficult. 

Inayatul Haq [19] presented a machine learning 

technique for lung nodule segmentation and 

classification from CT scan in LIDC-IDRI dataset. 

The developed model easily recognizes the nodule by 

comparing multiple CT images. The CNN technique 

is employed to classify the lung nodule effectively 

which includes five classes. This model provides a 

radiologist additional information to work with 

diagnosing nodule in earlier stages. The developed 

model achieves high accuracy and capable to detect 

the false positive rate. However, this developed 

model has high computational time with highly 

sensitive rate. 

Imran Nazir [20] suggested an effective 

segmentation and classification for lung nodule 

detection using merged CT images in LIDC-IDRI 

dataset. The image fusion methodology is utilized 

over laplacian pyramid (LP) decomposition with 

adaptive sparse representation (ASR). The developed 

method integrates morphological masking and 

operations which is helpful for segmentation. The 

utilization of LP in fusion method suggested the 

medical image fragments into different sizes. Then 

the LP is utilized to fuse the four various decomposed 

layers. The developed model minimizes the  
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Figure. 1 Work flow of the proposed methodology 

 

 
Figure. 2 Sample images for the LIDC-IDRI dataset 

 

computational time which enhance the performance 

accuracy. However, the drawback of this developed 

model is computational time and it only applied on a 

single dataset. 

3. Proposed method 

The workflow of the proposed method is 

represented in Fig. 1. This proposed method is 

utilized for Nodule segmentation of lung CT image 

for medical applications using LIDC-IDRI dataset. 

Fig. 1 represents six different methods which include 

dataset, preprocessing, segmentation, feature 

extraction, hyperparameter optimization and 

classification. 

3.1 Dataset 

In this manuscript, the lung image database 

consortium and image database resource initiative 

(LIDC-IDRI) dataset [21] are used, which is a freely 

accessible dataset for CT lung images. This dataset is 

produced for the improvement in CAD for estimating 

lung nodule recognition, quantification and 

classification. The dataset contains 1018 diagnostics 

and 1010 individuals screening thoracic CT images 

with the elucidated lesions. All thoracic CT scans are 

under the two-stage annotation procedure generated 

by the four certified radiologists. These datasets are 

preprocessed by using min-max normalization 

method. Fig. 2 shows the sample images for the 

LIDC-IDRI dataset.  

3.2 Preprocessing 

Data preprocessing is the process of converting 

the raw data into a desired format, the dataset from 

several resources may consist of incomplete data. So, 

for further analysis, this data requires to be filtered 

and normalized [22]. Data normalization is the 

process of preprocessing the input data. The LIDC-

IDRI dataset is standardized using min-max 

normalization methods. The highest score of the 

feature is transformed into 1, the smallest score of the 

feature is transformed into 0 and other values of the 

feature are transformed into an integer between 0 and 

1. The mathematical representation of min-max 

normalization is shown in Eq. (1).  

 

𝑣′ =
𝑣−𝑚𝑖𝑛𝐴

𝑚𝑎𝑥𝐴−𝑚𝑖𝑛𝐴
(𝑛𝑒𝑤𝑚𝑎𝑥𝐴

− 𝑛𝑒𝑤𝑚𝑖𝑛𝐴
) +  

𝑛𝑒𝑤𝑚𝑖𝑛𝐴 
 (1) 

 

Where, 𝑣′  is the respective min-max 

normalization value of the attribute, 𝑣 is the primary 

value of the attribute, 𝑚𝑎𝑥𝐴 is the highest score and 

𝑚𝑖𝑛𝐴 is the smallest score of the feature.  

3.3 Lung nodule segmentation using MRF based 

firefly and cuckoo search algorithm 

The input CT image 𝐶𝑚 is considered as input of 

lung nodule segmentation where the segmentation 

process is recognized using markov random field 

(MRF) based FA and CS. The MRF weight is trained 

by the combination FA and CS algorithms and it 

provides a precise segmentation region for lung 

nodule classification. The benefit of using the MRF 

segmentation model offers a better-segmented 

outcome based on energy function, Bayesian 

framework, and spatial and intensity distribution 

scheme. In this paper, the lung nodule segmentation 

is performed before classifying the lung nodule since 

the segmentation process enhances the effectiveness 

of the classification outcome. Fig. 3 shows the 

segmentation result for the lung nodule. 

Based on MRF, the affected region is segmented 

by using Eq. (2), 

 

𝑇(𝑁 = 𝑛|𝐵 = 𝑏) = 𝐴′ exp[−𝛽(𝑛, 𝑏)]  (2) 
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Figure. 3 Segmentation result for the lung nodule 

 

Where, 𝐴′  is the constant value and 𝛽(𝑛, 𝑏)  is 

calculated as Eq. (3), 

 

𝛽(𝑛, 𝑏) =  

∑ ∑ [𝑦(𝑏𝑟, 𝑛) + 𝜗 ∑ 𝐽2(𝑑=𝜛,𝑑≠𝑟 𝑛𝑟, 𝑛𝑑)]𝑟∈𝜑𝑜

𝑈
𝑜=1   (3) 

 

Thus, the highest value of probability function 

𝑇(𝑁 = 𝑛|𝐵 = 𝑏) is similar to the smallest value of 

energy function 𝛽(𝑛, 𝑏). The segmentation result 𝑛∗ 

is discovered by Eq. (4), 

 

𝑛∗ = 𝑎𝑟𝑔𝑛=𝜑𝑁
min{𝛽(𝑛, 𝑏)}    (4) 

 

The energy function expression 𝛽(𝑛, 𝑏)  is 

calculated as Eq. (5),  

 

𝛽(𝑛, 𝑏) = ∑ 𝛼(𝑜) ∑ [𝑦(𝑏𝑟, 𝑛) +𝑟∈𝜑𝑜

𝑈
𝑜=1

𝜗 ∑ 𝐽2(𝑑=𝜛,𝑑≠𝑟 𝑛𝑟, 𝑛𝑑)] = ∑ 𝛼(𝑜)𝑊(𝑜)𝑈
𝑜=1             (5) 

 

Where, the 𝑊(𝑜) indicates the energy and 𝛼(𝑜) 

specifies the weighting metric of 𝑜𝑡ℎ  region. The 

weighting metric 𝛼(𝑜) is trained by the combination 

of FA and CS algorithm. Hence, the segmented 

nodule region is demonstrated as 𝑛. 

3.3.1. FACA model for the optimal tuning of weight 

metric  

This section describes the FACA model for 

training the weight of MRF. The FACA model is 

designed by the integration of firefly algorithm (FA) 

and the cuckoo search algorithm (CSA). The FA is a 

swarm-based metaheuristic algorithm and it mimics 

the behavior of fireflies to get optimal solutions and 

it works well in the behavior of fireflies. The firefly’s 

mathematical method is fully based on the following 

regulations: 

 

1. The fireflies are attracted to each other. 

2. The attraction between the fireflies is 

inversely proportional to the distance 

between them. 

3. The attraction level is described by the 

brightness level. The low-brightness fireflies 

are to be attracted by the high brightness 

fireflies. The fireflies move randomly, 

because of their equal brightness level, so it 

fully depends on the objective function. 

 

The attraction level between fireflies is inversely 

proportional to the distance, the level of attraction 

(𝛽) at the distance (𝑟) is presented in Eq. (6) as; 

 

𝛽(𝑟) =
𝛽0

(1+𝛾×𝑟2)
         (6) 

 

Where, 𝛽0 is the attractiveness level and 𝛾 is the 

coefficient of light absorption at 𝛾 = 0 . 𝑟  is the 

cartesian distance between two fireflies. 

The CSA is a bio-inspired metaheuristic 

optimization algorithm that is modeled based on 

mimicking characteristics of cuckoo birds. This bird 

makes fantastic sounds and has an excellent 

reproduction strategy. To establish reproduction, the 

cuckoo laid their eggs in others nests by draining 

others' eggs from the nest. The CSA has three types 

of brood parasitism, which are collaborative breeding, 

nest acquisition as well and intraspecific brood 

parasitism. The CSA basic rules are explained as 

follows. Every cuckoo bird brings one egg, while 

selecting the nest as well as the best nest is used for 

the next generation. The nest has good eggs that are 

called the local solution which is used for 

reproduction. 𝐿𝑒𝑣𝑦  an air tips which is named as 

flights and are processed to find the result to good 

globally which is formulated in Eq. (7),  

 

𝑋𝑖
𝑡+1 = 𝑋𝑖 + 𝛼 ⊕ 𝐿𝑒𝑣𝑦(𝜆)    (7) 

 

Where, 𝑋𝑖
𝑡+1 represents the output, 𝑋𝑖 represents 

the present status and 𝛼  represents the step or 

transition size. 

3.4 Feature extraction 

After the segmentation process, the features are 

extracted using shape and texture-based feature 

extraction. By using this technique, the LIDC-IDRI 

dataset is much more informative. 
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3.4.1. Shape-based feature extraction 

The shape-based feature extraction is primarily 

performed to the shape properties like region, 

moment, and boundary in the image. Such extraction 

simplifies the transmission, identification, 

recognition and comparison of the shape. Shape-

based features must be robust to conversion, scaling, 

and rotation. In this concern, there is no arithmetical 

transformation is implicated in shape features. The 

image has three values in every pixel and in the shape 

feature extraction the color image is converted into 

the greyscale images. For this purpose, the Eq. (8) is 

introduced by craig as shown below:  

 

𝐼𝑔 = [𝐼𝑟𝐼𝑔𝐼𝑏] × 0.29890.5870.114                 (8) 

 

Where, 𝐼𝑔  is the grey-level image, 𝐼𝑟𝐼𝑔𝐼𝑏  is the 

component of the color. Neurotrophic clustering is 

used to divide pixels with the nearest value and 

avoiding pixels from greyscale images. 

3.4.2. Texture-based feature extraction 

The texture-based feature extraction is based on 

extracting several features from a grey level co-

occurrence matrix (GLCM) model. This GLCM is an 

effective and robust methodology that analyses 

images and it is represented as a combined 2D matrix 

between pixels and pairs with distance 𝑑  and 

direction 𝜃 . To classify the texture features, 14 

features are extracted from GLCM method. The 

texture-based feature extraction using GLCM is 

presented in the following steps: 

 

1. The colored image is converted into a 

greyscale image. 

2. Input image is filtered using 5 × 5 matrix of 

Gaussian filter. 

3. The filtered image is separated in 4 × 4 

matrix blocks.  

4. The GLCM evaluates every block of energy, 

contrast, mean value, standard deviation and 

homogeneity. The evaluation is done with 

four directions of these features namely 

vertical, horizontal, and diagonal direction. 

5. These extracted features are stored in the 

database.  

3.5 Hyperparameter optimization 

In this proposed method, the cat swarm 

optimization (CSO) algorithm [23] is used for 

optimizing the nodule segmentation. In this CSO, 

first, select how many cats to use and then implement 

the cats within the CSO model to resolve the 

optimization issues. The behaviors of the cat are 

classified into two different manners such as seeking 

mode and tracing mode. The CSO obtained better 

performance at the final output till it reached the 

iterations at the end. The hyperparameter has some 

ranges like decay factor [0 to 1], maximum epochs 

[50 to 500], learning rate [0 to 0.1] and momentum 

[0.5 to 0.9]. These are the hyperparameter ranges by 

using CSO, it will provide best value from these 

ranges and it is called the best hyperparameter set. By 

using the hyperparameter tuning for optimization 

which improves the prediction accuracy of this model. 

The hyperparameter tuning is important for 

controlling the behavior of the model. The optimal 

hyperparameter leads to better efficiency, and quick 

convergence and provides better results.  

3.5.1. Seeking mode 

The seeking mode is employed for processing the 

cat and it moves carefully and slowly. In the seeking 

mode, there are four necessary elements seeking 

memory pool (SMP), seeking a range of selected 

dimension (SRD), counts of dimensions to change 

(CDC), and self position consideration (SPC). The 

SMP is employed to decide measurements in seeking 

memory of individual cats, it represents the desired 

position of the cat. From the memory pool, the cat can 

select a position by using corresponding rules. The 

SRD is specified as the selected dimension of the 

mutative ratio and it is a condition for transforming 

the size measurement. In seeking mode, the 

measurement is preferred for mutate, the comparison 

among the existing score and the new score will be 

within the specified limit. The CDC exhibits the 

value of how many size measurements will be 

differed. In seeking mode, these factors play a 

significant role. The moving positions of the 

candidate in the SPC determine the cat standing areas. 

The SPC score is considered as Boolean value either 

true or false. The procedure of seeking mode is 

represented in the below steps.  

 

1. Consider the current position in 𝑗 number of 

copies for 𝑐𝑎𝑡𝑘 ,where 𝑗 = 𝑆𝑀𝑃  if the 𝑆𝑃𝐶 

score is considered as true, 𝑗 = 𝑆𝑀𝑃 − 1 if 

𝑆𝑃𝐶 score is considered as false means, then 

considered the present position as an 

individual candidate solution. 

2. For all the copies based on 𝐶𝐷𝐶, minimize or 

maximize the 𝑆𝑅𝐷  process of the present 

value and replace the existing value as Eq. (9), 

 

𝑋𝑗𝑑𝑛𝑒𝑤 = (1 + 𝑟𝑎𝑛𝑑 × 𝑆𝑅𝐷) × 𝑋𝑗𝑑𝑜𝑙𝑑     (9) 
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Where, 𝑋𝑗𝑑𝑛𝑒𝑤 , 𝑋𝑗𝑑𝑜𝑙𝑑  is the updated position 

and the existing position of the 𝑐𝑎𝑡𝑘 respectively. 𝑑 

represents the dimensions, 𝑗  illustrates the total 

amount of cat and 𝑟𝑎𝑛𝑑 is the random number range 

of [0,1]. 
 

3. Estimate the fitness value of the overall 

candidate. 

4. If the entire fitness value is not accurately the 

same, evaluate the selecting possibility of all 

the candidates using the below formula or 

else fix the selecting possibility of all the 

candidates to be 1.  

5. Selecting the random position moving from 

the candidate point and replacing the position 

of 𝑐𝑎𝑡𝑘 is shown in Eq. (10), 

 

𝑃𝑖 =  
|𝐹𝑆𝑖−𝐹𝑆𝑏|

𝐹𝑆𝑚𝑎𝑥−𝐹𝑆𝑚𝑖𝑛
                (10) 

 

If the goal of the fitness score is to reduce, then 

𝐹𝑆𝑏 = 𝐹𝑆𝑚𝑎𝑥 , or else 𝐹𝑆𝑏 = 𝐹𝑆𝑚𝑖𝑛 , where the 

𝐹𝑆𝑚𝑖𝑛 and 𝐹𝑆𝑚𝑎𝑥 represents the smallest and highest 

candidate fitness score correspondingly.  

6. Classify and select the candidates by 𝑃𝑖 and 

replace the position of 𝑐𝑎𝑡𝑘. 

3.5.2. Tracing mode 

The tracing mode is the process of tracing some 

targets. The cat is once within the trace mode then it 

moves each dimension to its respective speed. The 

procedure of tracing mode is represented in the 

following steps.  

1. Update the velocity of all dimension (𝑣𝑘,𝑑) 

corresponding to the Eq. (11), 

 

𝑉𝑘,𝑑(t + 1) = 𝑉𝑘,𝑑(t) + 𝑟1𝑐1(𝑋𝑏𝑒𝑠𝑡,𝑑(t) − 𝑋𝑘,𝑑(𝑡)) 

(11) 

 

Where, 𝑉𝑘,𝑑(𝑡 + 1) and 𝑉𝑘,𝑑 is the velocity of the 

𝑐𝑎𝑡𝑘  on the dimension 𝑑  at time 𝑡 + 1  and 𝑡 

respectively, 𝑟1 and 𝑐1 illustrates the random score in 

the range of [0,1]  and fixed value respectively. 

𝑋𝑘,𝑑(𝑡) is the coordination of the 𝑐𝑎𝑡𝑘 on dimension 

𝑑  at time 𝑡 + 1 ,𝑋𝑏𝑒𝑠𝑡,𝑑(𝑡) is the coordination with 

the better result on dimension 𝑑. 

2. Verify that the velocity of each cat is adjacent 

to the highest speed. In that instance, if the 

updated speed score is in the high range, set 

the updated score equivalent to the restriction.  

3. Update the cat position by inserting the 

updated speed and gain the entire cat position 

as Eq. (12), 

𝑥𝑘,𝑑(t + 1) =  𝑥𝑘,𝑑(t) + 𝑉𝑘,𝑑(𝑡 + 1)             (12) 

 

Where, 𝑉𝑘,𝑑(𝑡 + 1) illustrates the velocity of the 

𝑐𝑎𝑡𝑘 on the 𝑑th dimension at time 𝑡 + 1, 𝑋𝑘,𝑑(𝑡 + 1) 

and 𝑥𝑘,𝑑(𝑡)  illustrates the coordination of 𝑐𝑎𝑡𝑘  on 

the 𝑑 th dimension at time 𝑡 + 1 and 𝑡 respectively. 

Then evaluate the fitness score of the updated cat 

position of the entire cat. At the time, tracing mode 

and searching mode are merged by employing a 

mixture ratio. Most of the time cats are spent resting, 

remaining time they move slowly and carefully. Once 

the cat is spending a lot of time in searching mode, it 

concludes that the mixture ratio is a minimum value. 

The cat swarm optimization is used for the 

hyperparameter tuning and it is further fed to the 

classifier. 

3.6 Classification 

After the hyperparameter optimization, recurrent 

neural network (RNN) is used to classify the lung 

nodules. The RNN is one category of neural networks 

that produces a direct graph by using a sequence of 

data [24]. RNN decides the present layer output by 

involving all other existing calculations. It differs 

from a classic neural network, in which all the input 

values are similar to each other. The following steps 

represent the training flow of RNN in classification. 

Step 1: The network is supplied with individual 

time of input steps. 

Step 2: Current input and earlier state are used for 

evaluating the current state.   

Step 3: For the upcoming time steps, the current 

state ℎ𝑡 is transferred to the ℎ𝑡 − 1. 

Step 4: At all times steps can be built based on 

the problems. The instruction is merged from the 

earlier state. 

Step 5: After completing all the time steps, the 

last current state is employed by the outputs. 

Step 6: For updating the weights, the fault is 

back-propagated to the network. Therefore, RNN is 

trained. 

In RNN every input is transferred to the next layer 

and the output of every layer fully depends on the 

previous layer. So, it is called a recurrent neural 

network and it accomplishes the same function for 

each component. The function of RNN with time-

series data efficiently and the output of RNN obtains 

the best result and determines the previous 

information. The RNN combines the output and 

forgets gate into a specific update gate 𝑢𝑝𝑑, in which 

the linear interpolation method is used to obtain a 

better result. Assume that the 𝑒𝑑 ← 𝐹𝑟𝑘∗ is the input 

feature of dimension 𝑑, 𝐻𝑑−1 represents the hidden 

previous state. The Eqs. (13) and (14) represents the 
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output of the update gate 𝑢𝑝𝑑 and the reset gate 𝑟𝑠𝑑. 

 

𝑢𝑝𝑑 = 𝑎𝑐𝑣(𝑊𝐹𝑒𝑢𝑝𝑒𝑑 + 𝑊𝐹𝐻𝑢𝑝𝐻𝑑−1)       (13) 

 

𝑟𝑠𝑑 = 𝑎𝑐𝑣(𝑊𝐹𝑒𝑟𝑠𝑒𝑑 + 𝑊𝐹𝐻𝑟𝑠𝐻𝑑−1)        (14) 

 
Where, 𝑎𝑐𝑣 represents the activation function, in 

general activation function is a logistic sigmoid 

function. 𝑊𝐹𝑑 = 𝑊𝐹𝑒𝑢𝑝, 𝑊𝐹𝑒𝑟𝑠, 𝑊𝐹𝐻𝑢𝑝, 𝑊𝐹𝐻𝑟𝑠  is 

denoted by the weight function which is tuned by the 

training algorithm to decrease the error variation 

among the actual and forecasted outputs. The state of 

the candidate of the hidden unit is represented in Eq. 

(15). 

 

𝐻𝑑
̅̅ ̅̅ = 𝑡𝑎𝑛(𝑊𝐹𝑒𝐻𝑒𝑑 + 𝑊𝐹𝐻𝐻(𝐻𝑑−1 ⊗ 𝑟𝑠𝑑))   (15) 

 

Where, ⊗  is the element-wise multiplication. 

The linear interpolation among candidate state 𝐻𝑑
̅̅ ̅̅  

and 𝐻𝑑−1 and additionally hidden activation function 

in the term 𝑑 is represented as the 𝐻𝑑 of the RNN is 

illustrated in Eq. (16). 

 

𝐻𝑑 = (1 − 𝑢𝑝𝑑) ⊗ 𝐻𝑑
̅̅ ̅̅ + 𝑢𝑝𝑑 ⊗ 𝐻𝑑−1𝐻𝑑 =

(1 − 𝑢𝑝𝑑) ⊗ 𝐻𝑑
̅̅ ̅̅ + 𝑢𝑝𝑑 ⊗ 𝐻𝑑−1               (16) 

 

Where, 𝐻𝑑−1 represents the hidden previous state 

and ⊗ is the element wise multiplication. In neural 

network, all output and input values are independent 

whereas, in the RNN remember the data in the hidden 

layer and it was completed in a previous hidden layer 

and permit the remembered data as input to the next 

layer so that only it can perform operations on data. 

This procedure is continuously repeated until it 

obtains the preferred output which is formulated in 

Eq. (17), (18) and (19),  

 

ℎ𝑡 = 𝑓(ℎ𝑡−1, 𝑥𝑡)               (17) 

 

ℎ1 = tan ℎ (𝑊ℎℎℎ𝑡−1 + 𝑊𝑥ℎ𝑋𝑡)             (18) 

 

𝑦𝑡 =  𝑊ℎ𝑣ℎ𝑡                 (19) 

 

This RNN takes the sequence of inputs from 𝑥0 

and then it outputs the sequence is ℎ0  which 

combines with the 𝑥1  It is the input for the next 

process. The 𝑥1  and ℎ0  is the input for the next 

process similarly, ℎ1  from the next process is the 

input with 𝑥2 for the next step.  

4. Result 

The loss function plays a significant role in the 

training of neural networks. The loss function is  
 

Table 1. Performance metrices for segmentation and 

classification 

Segmentation Performance Metrices  

Parameters  Equation 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Sensitivity 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Dice Coefficient (DC) 2 × 𝑇𝑃

(𝑇𝑃 + 𝐹𝑃) + (𝑇𝑃 + 𝐹𝑁)
 

Mean Intersection Over 

Union (MIOU) 
1

𝑘 + 1
∑

𝑇𝑃

𝐹𝑁 + 𝐹𝑃 + 𝑇𝑃

𝑘

𝑖=0

 

Classification Performance Metrices 

Parameters Equation 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Sensitivity 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Specificity 𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

F1-score 2𝑇𝑃

2𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 

 

 

utilized to assess the instability among the actual and 

the predicted values by using the model and it can be 

backpropagated with the last layer to improve the 

optimization density. Segmentation of CT image is 

necessary to convert into the background and 

foreground classification issues. When the testcase is 

in the positive section and the classifier accurately 

predicts it is a positive testcase, it is defined as true 

positive (TP). When a positive testcase is incorrectly 

predicted to be negative test case, it is defined as false 

positive (FP). Likewise, when a negative testcase is 

accurately predicted it is a negative testcase, it is 

defined as true negative (TN). When positive testcase 

is incorrectly predicted to be negative testcase, it is 

defined as false negative (FN). In the following 

formula, the actual image is represented as 𝑇 ∈
[0, 1]𝑚×𝑛 and the predicted value is represented as 

𝑃 ∈ [0, 1]𝑚×𝑛, where 𝑛 is every pixel value space in 

image 𝑁. Table 1 shows the performance metrices for 

the segmentation and classification. 

Where 𝑖  and 𝑗  is the actual and the predicted 

value, 𝑝𝑖𝑖 and 𝑝𝑖𝑗 is the actual number and number of 

𝑗 predicted from the actual value 𝑖 respectively.  𝑘 +
1 is the number of classes. The 𝑇𝑃, 𝑇𝑁, 𝐹𝑃 and 𝐹𝑁 

represent the true positive, true negative, false 

positive and false negative correspondingly. 

4.1 Quantitative analysis 

This section shows the quantitative analysis of the 

RNN model without augmentation in dice coefficient 

(DC) loss, mean intersection over union (MIOU),  
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Table 2. Represents the segmentation result with state of art methods 

Methods Dice (%) Accuracy (%) Sensitivity (%) MIOU (%) 

Otsu’s Threshold 91.76 92.88 92.18 91.46 

K-means algorithm 93.79 93.96 92.34 92.64 

Region growing 94.95 95.05 95.70 94.89 

FA+CSA with proposed MRF 96.28 98.65 95.86 96.06 

 

 

 
Figure. 4 Represents the segmentation result with state of art methods 

 
Table 3. Represents the segmentation result with different optimization with MRF 

Methods Dice (%) Accuracy (%) Sensitivity (%) MIOU (%) 

PSO 87.25 91.79 88.27 88.79 

GWO 91.74 93.67 90.48 92.34 

ACO 92.56 96.09 93.93 94.12 

FA+CSA with proposed MRF 96.28 98.65 95.86 96.06 

 

 

 
Figure. 5 Represents the segmentation result with different optimizations with MRF 

 

sensitivity and accuracy are shown in Tables 1 and 2 

respectively. Table 1 presents the quantitative 

analysis of several classifier by employing the LIDC-

IDRI dataset. Table 2 presented the quantitative 

analysis of several optimization by employing the 

LIDC-IDRI dataset.  

Table 2 and Fig. 4 shows the performance 

measure of various optimization for LIDC-IDRI 

dataset. The DC, MIOU, specificity and accuracy of 

Otsu’s threshold, K-means algorithm, region growth 

are measured and matched with the proposed Firefly 

and cuckoo search algorithm with MRF model. The 

obtained result shows that the proposed FA+CSA 

with MRF model achieves better results by using 

performance metrics like DC, accuracy, sensitivity, 

and MIOU values of about 96.28%, 98.65%, 95.86%, 

and 96.06% respectively while comparing to another 

optimization.  

Table 3 and Fig. 5 shows the performance 

measure of various classification for LIDC-IDRI 

dataset. The DC, MIOU, specificity and accuracy of 

the particle swarm optimization (PSO), grey wolf  
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Table 4. Represents the classification result with state of art methods 

Methods Accuracy (%) Sensitivity (%) Specificity (%) F1-score (%) 

FCN 83.13 82.62 82.46 82.75 

CNN 85.54 84.43 84.39 85.21 

GAN 87.48 87.17 87.30 87.28 

Leenet 88.97 88.63 88.71 88.54 

CSO with proposed RNN 90.28 91.12 90.18 90.05 

 

 

 
Figure. 6 Represents the classification result with state of art methods 

 

Table 5. Represents the classification result for different optimization algorithm with MRF. 

Methods Accuracy (%) Sensitivity (%) Specificity (%) F1-score (%) 

SGD 84.71 84.14 84.26 89.51 

GWO 86.34 86.21 86.32 86.16 

SSA 87.96 87.43 87.54 87.71 

ACO 89.39 89.26 89.12 89.09 

CSO with proposed RNN 90.28 91.12 90.18 90.05 

 

 

 
Figure. 7 Represents the classification result for different optimization algorithms with MRF 

 

optimization (GWO), ant colony optimization (ACO) 

are measured and matched this proposed FA+CSA 

with MRF model. The obtained result shows that the 

proposed FA+CSA with MRF model achieves better 

results by using performance metrics like dice, 

accuracy, sensitivity and MIOU values about 96.28%, 

98.65%, 95.86% and 96.06% respectively while 

comparing to various classification algorithms.  

Table 4 and Fig. 6 shows the performance 

measure of various optimization for LIDC-IDRI 

dataset. The accuracy, sensitivity, specificity and F1-

score of the FCN, CNN, GAN, LeeNet are measured  
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Table 6. Comparative analysis of proposed method with various other methods 

Author Dataset Accuracy (%) Sensitivity (%) 

Usman and Shin [15]  

LIDC-IDRI 

N/A 90.84 

Inayatul Haq [19] 84.8 79.5 

Imran Nazir [20] N/A 89 

Proposed Method 90.28 91.12 

 

 

and matched with this proposed cat swarm 

optimization (CSO) based recurrent neural network 

(RNN) model. The obtained result shows that the 

proposed CSO model achieves better results by using 

performance metrics like accuracy, sensitivity, 

specificity and F1-score values of about 90.28%, 

91.12%, 90.18% and 90.05% respectively while 

comparing to various optimization algorithm.  

Table 5 and Fig. 7 shows the performance 

measure of various classification methods. The 

accuracy, sensitivity, specificity and F1-score of the 

stochastic gradient descent (SGD), grey wolf 

optimization (GWO), salp swarm optimization 

algorithm (SSA) and ant colony optimization (ACO) 

are measured and matched with this proposed cat 

swarm optimization (CSO) based recurrent neural 

network (RNN) model. The obtained result shows 

that the proposed CSO base RNN model achieves 

better results by using performance metrics like 

accuracy, sensitivity, specificity and F1-score values 

about 90.28%, 91.12%, 90.18% and 90.05% 

respectively while comparing to various 

classification algorithm. 

4.2 Comparative analysis 

This section demonstrates the comparative 

analysis of RNN classifier with performance metrics 

like Sensitivity and Accuracy as shown in Table 6. 

Existing research such as [15, 19, 20] are used for 

evaluating the ability of the proposed method. This 

proposed method is trained, tested, and verified by 

utilizing the LIDC-IDRI dataset for creating same 

environment. The accuracy and sensitivity were 

improved 90.28% and 91.12% respectively. The 

proposed CSO based RNN was evaluated for 

efficient classification using the RNN technique by 

overcoming overfitting problems and dataset 

classification. 

5. Summary  

Nodule segmentation in lung CT images is an 

important part of the analysis of lung images, which 

is also useful in the recognition of lung tumors. In this 

paper, the cat swarm optimization (CSO) based 

recurrent neural network (RNN) model is proposed 

using the LIDC-IDRI dataset for lung nodule 

segmentation. The lung image database consortium 

and image database resource initiative (LIDC-IDRI) 

dataset is utilized which is publicly available for lung 

CT images. This dataset contains 1018 diagnostics 

and 1010 individuals screening thoracic CT images 

for lung cancer with the elucidated lesions. The input 

CT image is considered as input of lung nodule 

segmentation where the segmentation process is 

recognized using the firefly algorithm and the cuckoo 

search algorithm. The CT image features are 

extracted using shape and texture-based feature 

extraction which generate lung data more informative. 

From the result, the proposed CSO based RNN model 

delivers performance metrics like dice coefficient 

(DC) loss and accuracy values about 96.28% and 

90.28% respectively which ensures accurate nodule 

segmentation in lung CT images. The future work is 

to improve the segmentation performance for better 

lung nodule segmentation. 

Notations 

Notation Description 

𝑣′ Min-max normalization value 

𝑣 Primary value of the attribute 

𝑚𝑎𝑥𝐴 Maximum score of the feature 

𝑚𝑖𝑛𝐴 Minimum score of the feature 

𝐴′ Constant value 

𝛽(𝑛, 𝑏) Energy function 

𝑛∗ Segmentation result 

𝑊(𝑜) Energy of 𝑜𝑡ℎ region 

𝛼(𝑜) Weighting metric of 𝑜𝑡ℎ region 

𝛽(𝑟) Level of attraction (𝛽) at the distance 

(𝑟) 

𝛽0 Attractiveness level 

𝛾 Coefficient of light absorption 

𝑟 Cartesian distance between two 

fireflies 

𝑋𝑖
𝑡+1 Levy output 

𝑋𝑖 Present status 

𝛼 Step or transition size 

𝐼𝑔 Grey-level image 

𝐼𝑟𝐼𝑔𝐼𝑏  Component of the color 

𝑋𝑗𝑑𝑛𝑒𝑤 Updated position of the 𝑐𝑎𝑡𝑘 

𝑋𝑗𝑑𝑜𝑙𝑑  Existing position of the 𝑐𝑎𝑡𝑘 

𝑑 Dimensions of cat 

𝑗 Total amount of cat 

𝑟𝑎𝑛𝑑 Random number range of [0,1] 
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𝑃𝑖  Position of  𝑐𝑎𝑡𝑘 

𝐹𝑆𝑚𝑖𝑛 Smallest candidate fitness score 

𝐹𝑆𝑚𝑎𝑥  Highest candidate fitness score 

𝑉𝑘,𝑑(𝑡 + 1) Velocity of the 𝑐𝑎𝑡𝑘 on dimension 𝑑 at 

time (𝑡 + 1)  

𝑉𝑘,𝑑(𝑡) Velocity of the 𝑐𝑎𝑡𝑘 on dimension 𝑑 at 

time (𝑡) 

𝑟1 Random score in the range of [0,1] 
𝑐1 Fixed value 

𝑋𝑘,𝑑(𝑡 + 1) Coordination of the 𝑐𝑎𝑡𝑘 on dimension 

𝑑 at time (𝑡 + 1) 

𝑋𝑘,𝑑(𝑡) Coordination of the 𝑐𝑎𝑡𝑘 on dimension 

𝑑 at time (𝑡) 

𝑋𝑏𝑒𝑠𝑡,𝑑(𝑡) Coordination with better result on 

dimension 𝑑 at time (𝑡) 

𝑎𝑐𝑣 Activation function 

𝑊𝐹𝑑 Weight function 

⊗ Element-wise multiplication 

𝐻𝑑−1 Hidden previous state 

𝑘 + 1 Number of classes 

TP True Positive 

TN True Negative 

FP False Positive 

FN False Negative 
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