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Abstract: A Chest X-ray (CXR) image can diagnose lung diseases. However, a diagnosis requires time and high 

accuracy, so an automatic system is needed. Convolutional neural network (CNN) is a reliable method for image 

classification and has many architectures. ResNet is a CNN architecture that can overcome gradient vanishing, but it 

has a deep network structure to detect errors. The EfficientNet CNN architecture can proportionally uniformize all 

depth, width, and resolution dimensions in each layer as needed, but it takes a long time in training. The Inception-v3 

CNN architecture uses Inception blocks by reducing dimensions to small convolutions, but it has larger parameters 

than other architectures. ELREI is an acronym for ensemble learning of ResNet, EfficientNet, and Inception-v3 with 

weighted voting. ELREI combines the classification results on the ResNet, EfficientNet, and Inception-v3 architectures 

to overcome the limitations and combine the advantages of each architecture. ELREI works on the training stage at 

each epoch rather than the final results of each architecture. In addition to voting, ELREI uses a fully convolutional 

Network (FCN) at the final stage for the best weight determination and to prevent overfitting during training. The 

results of the accuracy, precision, recall, and F1-score of the ELREI method are excellent, above 98%. The training 

graph of the ELREI ensemble method proves that ELREI can overcome overfitting that occurs on the architectures. 

The results show the Ensemble ELREI method is excellent and robust for lung disease classification based on CXR 

images, which are carried out in 4 classes: normal, COVID-19, lung opacity, and pneumonia.  

Keywords: Classification, EfficientNet, ELREI, Ensemble Learning, Inception-v3, ResNet. 

 

 

1. Introduction 

Coronavirus disease 2019 (COVID-19) is a 

respiratory infection caused by the severe acute 

respiratory syndrome coronavirus 2 (SARS-CoV-2) 

virus. Reverse transcription polymerase chain 

reaction (RT-PCR) tests can be used to diagnose 

COVID-19. However, RT-PCR has limitations, such 

as limited RT-PCR facilities and expensive test prices 

[1]. As a result, researchers are looking for newer and 

easier ways to diagnose COVID-19. One way is to 

use Chest X-ray (CXR) images. According to [2], 

CXR images are considered effective for diagnosing 

COVID-19 disease because they can show 

abnormalities in the patient's lungs. Unfortunately, 

CXR images usually have low image quality and 

noise, making it difficult for radiologists to detect 

COVID-19 disease. In this case, a fast and precise 

automatic diagnosis system is needed to classify 

CXR images. 

The convolutional neural network (CNN) is now 

developing as a reliable method for image 

classification [3, 4]. Many architectures in CNN are 

often used for image classification, such as ResNet, 

DenseNet, EfficientNet, Inception-v3, and others. 

CNN can increase its performance by adding layers 

[5]. However, adding layers to CNN can result in 

increased layer complexity and gradient vanishing 

[6]. ResNet can be used to overcome this [6, 7]. 

ResNet uses skip connections in its layers to handle 

the gradient vanishing problem. A skip connection 

can accelerate the convergence of the network in 

ResNet. The advantage of ResNet is that performance 
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does not decrease even though the architecture is 

getting deeper. In addition, ResNet also has a lower 

network complexity compared to other CNN 

architectures [7]. The weakness of the ResNet 

architecture is that it is difficult to detect errors due 

to the deep layers [8]. Several studies have shown that 

using CXR images to classify COVID-19 is effective 

[9, 10]. Research by [9] used ResNet to classify 

COVID-19, which resulted in accuracy, recall, and 

F1-score values above 90%. Unfortunately, this 

research does not calculate the precision value. 

Research by [10] used ResNet-50 to classify COVID-

19. The results showed an accuracy value above 90%. 

However, this research does not calculate recall, 

precision, and F1-score.  

Another CNN architecture that can be used for 

image classification is EfficientNet. The EfficientNet 

architecture has the advantage of being able to scale 

dimensions such as depth, width, and resolution in 

layers uniformly. Scaling in EffcientNet is 

accomplished using a simple and effective coefficient 

combination [11]. Additionally, EffcientNet 

produces classification accuracy that is higher than 

that of other CNN architectures [12]. Research by [8] 

used EffcientNet-B4 to achieve accuracy and F1-

score values above 86% for cancer image 

classification but did not measure recall and precision. 

Research by [13] applied an efficient net to 

Kalposcapi image classification, achieving an 

accuracy score of more than 90%, but did not 

measure other performance.  

The Inception-v3 architecture is frequently used 

in image classification. Inception-v3 performs 

dimensionality reduction by using stacked 1×1 

convolutions. Convolution will increase 

computational efficiency and make the network 

wider rather than deeper [7]. Several studies have 

successfully performed classification using 

Inception-v3 [21], [22]. Research by [14] 

successfully applied InceptionNet to the COVID-19 

classification with accuracy above 90% but did not 

measure other performance. Research by [15] 

successfully applied InceptionNet to COVID-19 

classification with accuracy, precision, and recall 

values that are still rather low. 

In image classification, each CNN architecture 

must have advantages and disadvantages. The 

performance result of each single classification 

method can be maximized using the ensemble 

learning method. Ensemble learning is a method that 

can combine prediction results from various 

architectures or single classification methods into a 

new, more accurate model [16]. The advantage of 

ensemble learning is that it can take information from 

several classification methods and minimize the error 

rate of a single classification prediction. Several 

decision-making techniques in ensemble learning are 

appropriate and efficient, such as bagging, stacking, 

boosting, voting, and averaging [17]. Voting is a 

popular decision-making technique in Ensembles [17, 

18]. One of the frequently used voting techniques is 

weighted voting. Weighted voting assigns different 

weights to classifiers based on specific criteria and 

chooses classifiers based on these weights [17]. 

Several studies have used ensemble learning with 

weighted voting techniques for COVID-19 

classification. The study by [19] used a weighted 

voting technique to apply ensemble learning from 

DenseNet-201, ResNet-50, and Inception-v3, but the 

accuracy obtained was below 95% and did not 

measure precision performance. The study [20] uses 

a weighted voting technique to apply ensemble 

learning to five CNN architectures: Inception, 

ResNet-v2, Inception-v3, DenseNet121, and 

Xception. Unfortunately, the recall of the study was 

still below 90%. The study by [21] implemented an 

ensemble with a weighted majority vote of AlexNet, 

GoogleNet, and ResNet. The accuracy obtained from 

this study was excellent, namely 99%, but it did not 

measure the performance of recall. The study by [22] 

implemented an ensemble of GoogLeNet, ResNet-18, 

and DenseNet-121 with weighted voting, but the 

performance results for accuracy, recall, and F1-

score were still below 90%. These studies only 

aggregated the final results on any single classifier for 

use in the test data. The ensemble methods from these 

studies did not work in the training process, so it 

cannot be known how the performance of the 

ensemble method was on the training data and 

validation data. The ensemble methods of these 

studies did not guarantee whether the weights 

obtained from the ensemble results were not 

overfitting.  

This study proposes a new ensemble learning 

method that combines the results of ResNet, 

EfficientNet, and Inception-v3 called ELREI 

(Ensemble Learning of ResNet, EfficientNet, and 

Inception-v3) with weighted voting for lung disease 

classification based on CXR image. In contrast to the 

ensemble method in other studies. The ELREI 

method works on each epoch in the training stage, not 

on the final results of the training, so the weights of 

the ELREI results at each epoch on the training data 

and validation data can be checked on performance 

results to handle overfitting. The ELREI does not 

directly carry out weighted voting based on the 

results of ResNet, EfficientNet, and Inception-v3, but 

it is carried out using fully convolutional networks 

(FCN) to help the model learn the pattern of weights 

on each data and to avoid overfitting training for lung  
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Figure. 1 Research workflow in the CXR image classification process 

 

disease classification based on CXR images. 

Furthermore, testing the model obtained from the 

data training process is carried out on test data. The 

ELREI method with weighted voting is expected to 

perform COVID-19 classification using lung CXR 

images precisely and accurately compared to a single 

classification. The performance evaluation of the 

proposed method is calculated based on accuracy, 

recall, precision, and F1-score. 

This paper is structured as follows: section 2 

describes the proposed method, which consists of 

data description, image enhancement, image 

segmentation, image classification using ResNet, 

EfficientNet, and Inception-v3 architectures, 

ensemble learning using the ELREI method, and 

evaluation. Section 3 describes the research results 

and discussions. Section 4 concludes this paper. 

2. Method 

The workflow in this study is shown in Fig. 1. 

2.1 Data description 

The dataset used in this study is the COVID-19 

radiography database, obtained from 

https://www.kaggle.com/datasets/tawsifurrahman/co

vid19-radiography-database. This dataset is a 

collection of CXR images from a research project at 

Qatar University and the University of Dhaka in 

collaboration with Pakistan and Malaysia. This 

dataset has four classes: 3616 COVID-19 images, 

10192 normal images, 6012 lung opacity (non-

COVID) images, and 1345 pneumonia images. 

2.2 Image quality enhancement 

The image quality enhancement stage removes 

unimportant parts or noise, increases dark contrast, 

and maintains all of the image's details. The first step 

in image quality enhancement is to convert CXR 

images into grayscale images. A grayscale image is 

used to simplify the image processing process. Next, 

increase the image contrast using CLAHE (Contrast 

limited adaptive histogram equalization). CLAHE is 

a low-contrast enhancement technique in images that 

can accentuate the details of an image effectively, 

especially in medical images [23]. 

2.3 Data augmentation 

The data augmentation used is rotation and 

flipping. Rotation is done by rotating the image to the 

right or left according to the selected degree. Flipping 

is the process of enhancing an image by reversing it 

in a vertical or horizontal direction [24]. 
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2.4 Image segmentation 

Lung segmentation in CXR images can show 

lung abnormalities, facilitating the disease detection 

process. There are two processes at this stage: 

training data and data testing. The augmented CXR 

pictures are split into training and validation data 

throughout the training stage. Then training and 

validation are carried out using the U-Net 

architecture. The training process will yield the best 

weight used in the testing phase. Next, testing the 

model obtained from the data training process was 

carried out on the test data. 

2.5 Image classification 

Image classification consists of two processes, 

including the training and testing stages. The training 

stage is the process of building a classification model 

by training the model using predetermined training 

data. Meanwhile, the testing stage is the process of 

labeling image data using the classification model 

obtained from training. The training process uses the 

segmented image as input, which is divided into 

training data and testing data. The training data is 

further divided into training data and validation data. 

First, single classification methods, namely ResNet, 

EfficientNet, and Inception-v3, are trained. After that, 

classification was carried out using the ensemble 

learning method from the ResNet, EfficientNet, and 

Inception-v3 (ELREI). The ELREI method works on 

each epoch in the training stage rather than the final 

results of each architecture. This helps in handling 

overfitting by checking the performance results of the 

ELREI weights at each epoch on both the training and 

validation data. 

2.6 ResNet 

A ResNet uses a skip connection in its layer to 

solve gradient descent problems, which allows it to 

accelerate deep network convergence [25]. This 

architecture has lower computational complexity 

than other architectures, although it has greater depth 

[7]. Fig. 2 illustrates the ResNet architecture. Fig. 2 

shows the CXR input image went through a 7×7 

convolution process with stride 2. The convolution 

layer is the primary layer of CNN that performs 

convolution operations to study the representation of 

features from the input image. Stride represents the 

number of kernel shift steps when performing 

convolution operations. To calculate the result of the 

convolution layer, use Eq. (1) [26]. 

 

𝐶 = (𝐴𝑝 ∗ 𝐾𝑞) + 𝑏𝑞                              (1) 

 

Where, ∗ is a convolution operation. To calculate the 

matrix entry from the 𝐴𝑝 ∗ 𝐾𝑞 result, use Eq. (2). 

 

𝑐𝑖,𝑗 = ∑ ∑ (𝑎𝑢+𝑖,𝑣+𝑗 × 𝑘𝑢+1,𝑣+1)𝑛−1
𝑣=0

𝑛−1
𝑢=0         (2) 

 

So that,  

 

𝑐𝑖,𝑗 = (∑ ∑ (𝑎𝑢+𝑖,𝑣+𝑗 × 𝑘𝑢+1,𝑣+1)𝑛−1
𝑣=0

𝑛−1
𝑢=0 ) + 𝑏𝑞   (3) 

 

Where, 𝑖  is the row, 𝑗  is the column, 𝑛  is the 

kernel height, 𝐶  is the convolution result matrix 

(feature map) of the 𝑞-th kernel at the 𝑝-th input, 𝐴𝑝 

is the 𝑝-th input matrix, 𝐾𝑞 is the 𝑞-th kernel matrix, 

𝑏𝑞 is the 𝑞-th kernel bias, 𝑐𝑖,𝑗 is the entry matrix of 

the 𝑖-th row entry and 𝑗-th column in the matrix  𝐶, 

𝑎𝑢+𝑖,𝑣+𝑗  is the 𝑢 + 𝑖 -th row entry and 𝑣 + 𝑗 -th 

column in the 𝐴𝑝  matrix, 𝑘𝑢+1,𝑣+1  is the 𝑢 + 1-th 

row entry and 𝑣 + 1 -th column in the 𝐾𝑞  kernel 

matrix. 

The results of the convolution process are then 

carried out through the batch normalization process. 

Batch normalization is an additional layer that helps 

to normalize the input value in the next layer, reduces 

the risk of overfitting, and speeds up the training 

process [27, 28]. Batch normalization calculations 

are defined mathematically by Eqs. (4), (5), and (6) 

[29]. 

 

�̂�𝑖,𝑗 =  
𝑐𝑖,𝑗−𝜇𝑗

√𝜎𝑗
2+𝜀

                                         (4) 

 

With, 

 

𝜇𝑗 =
1

𝑚
∑ 𝑐𝑖,𝑗

𝑚
𝑖=1                                       (5) 

 

𝜎𝑗
2 =

1

𝑚
∑ (𝑐𝑖,𝑗 − 𝜇𝑗)

2𝑚
𝑖=1                          (6) 

 

Where, 𝜇𝑗  is the average in each 𝑗-th column, 𝑚 is 

the number of data in one mini-batch (rows), 𝑐𝑖,𝑗 is 

the entry of the convolution result matrix 𝐶 in the 𝑖-
th row entry and 𝑗-th column, 𝜎𝑗

2 is the variance in 

the 𝑗-th column hidden layer, �̂�𝑖,𝑗 is the entry of the 

convolution result matrix 𝐶 that has been normalized 

in the 𝑖-th row entry and 𝑗-th column, and 𝜀 is the 

smallest positive constant. 

The ReLU activation function is then applied to 

overcome the complexity and speed of the training 

process. In ReLU, all negative pixel values in the 

image are 0, while for positive values they will be the 

same. ReLU calculations are defined mathematically 

by Eq (7) [29]. 
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Figure. 2 Illustration of ResNet architecture in the CXR image classification process 

 

ℎ𝑖,𝑗 = 𝑟(�̂�𝑖,𝑗) = max(�̂�𝑖,𝑗, 0) = {
�̂�𝑖,𝑗 𝑖𝑓 �̂�𝑖,𝑗 ≥ 0

0    𝑖𝑓 �̂�𝑖,𝑗 < 0
 (7) 

 

For, �̂�𝑖,𝑗 ∈ (−∞, +∞). Where, ℎ𝑖,𝑗 is the result of the 

ReLU activation function and �̂�𝑖,𝑗 is the entry of the 

convolution result matrix 𝐶 that has been normalized 

in the 𝑖-th row entry and 𝑗-th column. 

The next step in the dimension reduction process 

involved max polling 3×3 and stride 2. Max pooling 

selects the maximum value from each submatrix 

obtained through kernel pooling and stride shifting. 

The result of the max poll will then pass conv_block 

and identity_block. In the conv_block section, the 

input goes through a convolutional layer, followed by 

batch normalization. This process is repeated three 

times, with each iteration also applying the ReLU 

activation function. The input is then passed through 

the skip connection and processed into the 

convolution layer and batch normalization. Then, add 

the results of both processes using the add operation. 

In identity_block, input is processed into the 

convolution layer and batch normalization, followed 

by the ReLU activation function three times. Then, 

add the results of both processes using the add 

operation. The result of this process in identity_block 

is used in the multi-class classification stage. The 

multi-class classification stage consists of global 

average pooling, a dense layer, and a sigmoid 

activation function.  

Global average pooling calculates the average 

value of the entire input image [30]. The dense layer 

is a layer that serves to classify images into 

predefined labels after passing through the feature 

extraction process [31]. The sigmoid activation 

function is an activation function with the input being 

a real number and the output being in (0, 1) interval 

[25]. Sigmoid activation function calculations are 

defined mathematically by Eq (8) [25]. 

 

𝑜𝑖,𝑗 = 𝜎(ℎ𝑖,𝑗) =  
1

1 + 𝑒
−ℎ𝑖,𝑗

                      (8) 

 

Where, 𝑜𝑖,𝑗  is the result of the sigmoid activation 

function with 𝑜 ∈ (0,1) and ℎ𝑖,𝑗  is the entry of the 

ReLu activation function matrix in the 𝑖-th row entry 

and 𝑗-th column. 

2.7 EfficientNet 

EfficientNet is a CNN architecture with fewer 

parameters and improved classification accuracy, 

introduced by [11]. In their research, the EfficientNet 

architecture outperformed the number of parameters 

and accuracy of all previous architectures on the 

ImageNet dataset. The advantage of the EfficientNet 

architecture over other architectures is its ability to 

efficiently scale layer width, image resolution, layer 

depth, and other factors, resulting in reduced  
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Figure. 3 Illustration of the EfficientNet architecture in the CXR image classification process 

 

parameter sets and more efficient training [12]. Fig. 3 

illustrates the EfficientNet architecture. Fig. 3 shows 

that the input CXR image is processed using a 3 × 3 

convolution process. The primary building block of 

this architecture is the mobile inverted bottleneck 

convolution (MBConv), which includes two types: 

MBConv1 and MBConv6. MBConv1 is only used 

once with a 3×3 kernel, while MBConv6 is used later 

with different kernel sizes (3×3 and 5×5). MBConv 

consists of depthwise convolution, batch 

normalization, swish, squeeze and excitation (SE), 

convolution, batch normalization again, and add 

operation. 

Depthwise convolution performs independent 

spatial convolutions on each input channel, allowing 

independent convolution on each channel [32, 33]. 

Depthwise convolution calculations are defined 

mathematically by Eq. (9). 

 

𝐷𝑙 = ∑ ∑ (𝐶𝑙(𝑢+𝑖,𝑣+𝑗)
× 𝐾𝑙(𝑢+1,𝑣+1)

)𝑛−1
𝑣=0

𝑛−1
𝑢=0          (9) 

 

Where, 𝐷𝑙 is the 𝑙-th depthwise convolution channel 

matrix, 𝐶𝑙  is the 𝑙 -th channel convolution result 

matrix, and 𝐾𝑙 is the 𝑙-th channel kernel matrix. 

Swish is a more efficient activation function for 

processing large data and deeper, complex networks. 

Swish activation function calculations are defined 

mathematically by Eq (10) [25, 29]. 

 

𝑡𝑖,𝑗 = 𝑠 (𝑑𝑙(𝑖,𝑗)
) = 𝑑𝑙(𝑖,𝑗)

 (
1

1 + 𝑒
−𝛽(𝑑𝑙(𝑖,𝑗)

)
)       (10) 

 

Where, 𝑡 is the output of the activation function of the 

swish with 𝛽 being the parameter studied, and 𝑑𝑙(𝑖,𝑗)
 

is the entry matrix 𝐷𝑙  the 𝑖 -th row entry and 𝑗 -th 

column. 

The Softmax is an activation function used in the 

output layer. Softmax has a function to produce an 

output in a probability distribution so that the output 

values are in the (0, 1) interval and the total number 

is 1 [25]. Softmax is defined by Eq (11). 

 

𝑚𝑖,𝑗 = 𝑝(𝑡𝑖,𝑗) =  
𝑒

𝑡𝑖,𝑗

∑ 𝑒
𝑡𝑖,𝑗𝑘𝑛

𝑘=1

      ; 𝑖 = 𝑖, 2, … , 𝑛   (11) 

 

Where, 𝑚𝑖,𝑗is the output of the probability value of 

the softmax and 𝑡𝑖,𝑗  is the entry of the Swish 

activation function matrix in the 𝑖-th row entry and 𝑗-

th column. 
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Figure. 4 Illustration of the Inception-v3 architecture in the CXR image classification process 

 

2.8 Inception-v3 

The Inception-v3 architecture was first 

introduced by [34], which uses a basic block, the 

inception block. This block reduces computational 

costs without affecting deeper networks or overfitting 

through stacked 1×1 convolutions. Fig. 4 illustrates 

the Inception-v3 architecture. Fig. 4 shows that the 

layers that make up the Inception-v3 architecture 

include the convolution layer, max pooling, inception 

block, global average pooling, concatenate, dense 

layer, and softmax. This architecture consists of 11 

inception blocks (3 A blocks, 1 B block, 4 C blocks, 

1 D block, and 2 E blocks), each with varying 

numbers of convolution layers and kernel sizes. The 

outputs from each path in the inception block are 

merged using concatenation. 

2.9 Ensemble learning 

The ensemble learning method used in this study 

is called ELREI (Ensemble Learning of ResNet, 

EfficientNet, and Inception-v3). The technique used 

to make decisions using the ELREI method is 

weighted voting. To determine the prediction results 

using the weighted voting technique, use Eq. (12). 

 

𝑓𝑖 = ∑ (𝑤𝑖𝑔𝑖)𝑛
𝑖=1                                   (12) 

 

Where, 𝑓𝑖 is the result of label prediction for 𝑓𝑖, 𝑤𝑖 is 

the weight of training results for the 𝑖-th architecture, 

and 𝑔𝑖 is the result of each activation function on the 

𝑖-th architecture. 

The ELREI method works on each epoch in the 

training stage, not on the final result of each 

architecture. The weights of the ELREI results at 

each epoch on the training data and validation data 

can be checked on performance results to handle 

overfitting. To help the model learn the pattern of 

weights on each data and prevent overfitting training 

for lung disease classification based on CXR images, 

the ELREI uses Fully Convolutional Networks 

(FCN) rather than directly performing weighted 

voting based on the results of ResNet, EfficientNet, 

and Inception-v3. The results of FCN learning in the 

ELREI method produce the final weights used to 

classify lung diseases based on CXR images, 

consisting of 4 classes: normal, COVID-19, lung 

opacity, and pneumonia. 

2.10 Evaluation 

This stage will compare the performance results 

of a single classification (ResNet, EfficientNet, and 

Inception-v3) with the performance results of the 

ELREI method using model performance measures 

in the form of accuracy, sensitivity, specificity, and 

F1-score values. The performance results of the 

model are then compared with those of other studies. 

3. Results and discussion 

3.1 Image quality enhancement 

Image quality enhancement is the initial stage 

carried out in this research. This stage aims to 

improve the image quality of the COVID-19 CXR.  
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Figure. 5 Results of data augmentation using rotation 

transformation 

 

 
Figure. 6 Graph of the accuracy of the CXR image 

segmentation training process using the U-Net 

architecture 

 

 
Figure. 7 An example of a lung segmentation image  

 

CXR image is used as the initial input. After that, the 

image is converted to grayscale to facilitate image 

processing. Furthermore, the grayscale image is 

contrast-enhanced using the CLAHE method. 

3.2 Data augmentation 

In the CXR dataset used, the amount of data in 

each class is not balanced. Data augmentation is used 

to multiply data to overcome this problem. The 

oversampling technique is one of the techniques used 

to overcome data imbalance by increasing the amount 

of data in the minority class so that the amount of data 

is equal to that in the majority class. In this research, 

two transformations, rotation, and flipping, are 

applied in data augmentation. Fig. 5 illustrates some 

examples of CXR images obtained from data 

augmentation. 

Fig. 5 shows a rotation transformation with an 

angle of 1°-359° applied to the image with the 

minority class. Starting with the pneumonia class, 

which originally contained 1345 images, the 

augmentation method replicated it to 10192 images. 

The total number of images generated from 

augmentation is 40768, with 10192 images in each 

class. 

3.3 Image segmentation 

Lung image segmentation can aid in the detection 

of abnormalities in the lungs. The CXR picture will 

be separated into two portions during lung image 

segmentation, with the lungs as the foreground and 

various regions other than the lungs as the 

background. The method used in this research is the 

U-Net architecture. The data generated from the 

augmentation process is separated into two types: 

training data and test data. The training data is 

separated again during the training process into 

training data and validation data. The segmentation 

training process is to build a model of the proposed 

architecture. The results of the training process are in 

the form of weights. Fig. 6 illustrates the 

segmentation stage accuracy graph during the 

training process. Fig. 6 shows that the accuracy graph 

for training data has increased with each epoch. For 

the first epoch, the accuracy value is 13%, then 

increases continuously to 95%. While the accuracy 

graph on validation data also increases with each 

epoch. The resulting graphs demonstrate that there is 

no overfitting in the training and validation processes, 

indicating that U-Net works very well in segmenting 

the lung CXR image.  

The testing stage is carried out to test the weights 

generated during training used in the test data. The 

best weights from the U-Net training process are 

utilized to test the segmentation of lung CXR pictures 

with additional data. The results of lung CXR 

segmentation are separated into two sections, with the 

lungs as the foreground and various regions other 

than the lungs as the background. Fig. 7 illustrates 

some examples of CXR images obtained from the 

segmentation process. 

3.4 CXR image classification 

In the image classification stage, the data used is 

the data from the CXR image segmentation. The data 

is divided into training data and test data. The training 

process for training data is divided again into training 

data and validation data. At this stage, 40768 training 

data is used, with 90% (36691 training data) and 10% 

(4077 validation data).  

3.4.1. Single classification architecture 

At this stage, image classification is performed 

separately using ResNet, EfficientNet, and Inception- 
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                            (a)                                                            (b)                                                              (c) 

Figure. 8 Graph of the accuracy of the CXR image classification training process using the architectures: (a) ResNet, (b) 

EfficientNet, and (c) Inception-v3 

 

v3 architectures. Fig. 8 illustrates the comparison of 

accuracy results obtained by each architecture on 

training data and validation data. The blue line in Fig. 

8 indicates the accuracy value for the training data, 

while the orange line is for the validation data. In Fig. 

8 (a), the accuracy graph for training data in the 

ResNet architecture increases with each epoch. For 

the first epoch, the accuracy value on the training data 

is 18%, then increases to 89%. In addition, the 

accuracy graph for validation data in ResNet 

architecture has increased and decreased. For the first 

epoch, it was 8% and increased to 55% in the eighth 

epoch. In the tenth epoch, the value decreased to 40% 

and then increased to 78% in the next epoch.  

In Fig. 8 (b), the accuracy graph for training data 

in the EfficientNet architecture has increased in each 

epoch but has decreased in several epochs. At the first 

epoch, the accuracy value on the training data is 19%, 

which then increases to 91%. Meanwhile, the 

accuracy graph for validation data in the EfficientNet 

architecture has increased and decreased with each 

epoch. At the first epoch, it was at a value of 9%, then 

increased to 34%, and decreased again at the 4th, 14th, 

and 21st epochs. Subsequently, the accuracy 

increases and decreases again, reaching 76%.  

Fig. 8 (c) illustrates the accuracy graph for 

training and validation data using the Inception-v3 

architecture. Similar to the EfficientNet architecture, 

the accuracy values fluctuate with each epoch. At the 

first epoch, the accuracy value on the training data is 

23% and continues to increase to 91% at the 23rd 

epoch. In addition, the accuracy value of validation 

data increased from 10% to 83%. However, for the 

next epoch, it decreased to 71%. The accuracy 

generated by the three architectures experienced 

overfitting. These architecture models can only detect 

previously trained data and can't learn patterns in 

untrained data. Consequently, the performance of the 

ResNet, EfficientNet, and Inception-v3 architecture 

models is not good enough to classify lung CXR 

images. 

3.4.2. Ensemble learning uses the ELREI method 

ELREI overcomes the limitations and capitalizes 

on the advantages of different CNN architectures 

(ResNet, EfficientNet, and Inception-v3) by 

combining their classification results. ELREI works 

during the training stage at every epoch. This allows 

for checking the performance results of the ELREI 

weights at each epoch on both the training and 

validation data to handle overfitting. Fig. 9 depicts an 

illustration of the ELREI method. 

Fig. 9 shows that the ELREI method is an 

ensemble learning method that combines three CNN 

architectures: ResNet, EffcientNet, and Inception-v3. 

Each architecture generates a weight, namely weight 

1, weight 2, and weight 3. The weights produced in 

each architecture are then calculated as the softmax 

value, and voting is continued using the weighted 

voting technique. After that, a fully connected layer is 

used at the next stage for the final weight determination 

and to handle overfitting during training. 

Figs. 10 and 11 illustrate the accuracy and loss 

values generated during the training process using the 

ELREI method. Fig 10 shows that the accuracy graph 

for training data in the ELREI method has increased 

with each epoch. For the first epoch, the accuracy 

value is 15%, then increases continuously to 94%. 

While the accuracy graph for validation data in the 

ELREI method also increases at each epoch. For the 

first epoch, the accuracy value is 9%, then increases 

continuously to 92%. For the first epoch, the loss 

value is 56%, then decreases continuously until it 

reaches 1%. While the loss graph for validation data 

in the ELREI method also decreases at each epoch. 

For the first epoch, the loss value is 51%, then 

decreases continuously to 0%. The graph obtained 

shows that the ELREI method does not experience 

overfitting. ELREI can recognize and learn patterns 

in trained and untrained data. According to Figs 10 

and 11, the model's performance in the ELREI  
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Figure. 9 Illustration of ELREI in the CXR image 

classification process 
 

 
Figure. 10 Graph of the accuracy of the CXR image 

classification training process using the ELREI method 

method is excellent in categorizing lung CXR 

pictures because the accuracy value is above 92% and 

the loss value is towards 0%. The testing process will 

employ the final weight determined during the 

ELREI method training process. 

3.5 CXR image classification 

In the testing stage, test data is used to see the  

 

 
Figure. 11 Graph of the loss of the CXR image 

classification training process using the ELREI method 

 

 
Figure. 12 Comparison of performance evaluation values 

in the CXR image classification process using the 

ResNet, EfficientNet, Inception-v3, and ELREI methods  

 

extent of the success of the classification method in 

predicting lung CXR images. The accuracy, precision, 

recall, and F1-score values are employed to evaluate 

the classification method's performance. A 

comparison of performance evaluation values in a 

single classification method and the ELREI method 

is illustrated in Fig. 12. Fig. 12 shows that the 

performance results using the ELREI method on 

CXR image classification have improved 

performance compared to the ResNet, EfficientNet, 

and Inception-v3. The increase in accuracy value is 

11% (ResNet), 3% (EfficientNet), and 1% 

(Inception-v3). The increase in precision value is 

10.5% (ResNet), 1% (EfficientNet), and 3% 

(Inception-v3). Meanwhile, the increase in recall 

value is 10.75% (ResNet), 1% (EfficientNet), and 

3.25% (Inception-v3). Additionally, the F1-score 

value increase is 10.25% (ResNet), 3.25% 

(EfficientNet), and 1% (Inception-v3). 

3.6 Evaluation 

In this research, the classification of lung CXR 

images using the ELREI method has been carried out.  
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Table. 1 Comparison of performance on CXR image classification of the lungs using ELREI with other research  
Method Year Accuracy (%) Precision (%) Recall (%) F1-score (%) 

EDL-COVID [35] 2021 97.8 97.83 97.77 97.77 

DCNN-Based Ensemble [36] 2021 97.47 - 98.18 - 

Ensemble on ResNet18 and 

DenseNet121 [37] 
2022 94.1 94.5 94.1 94 

CNN-Ensemble [38] 2022 98 98 98.25 97.75 

Proposed Method (ELREI)  2023 99 98.75 98.75 99 

The research evaluated the performance of this 

method and compared it with previous studies. A 

comparison of the classification results of the CXR 

image of the lungs in this study with other studies is 

shown in Table 1. Table 1 is a comparison of research 

results using the same dataset on CXR images for 

lung disease classification. The study by  [35] and 

[36] have an accuracy and recall value equal to or 

more than 95% but did not measure the Precision and 

F1-score value. Research by [37]  achieved the lowest 

accuracy, precision, recall, and F1-score with values 

below 95% from Table 1. The proposed method 

(ELREI) achieved the highest accuracy, precision, 

recall, and F1-score with values above 98%. The 

accuracy value of the proposed method demonstrates 

that it accurately classifies lung diseases in CXR 

images. The precision and recall values indicate that 

the model works well in identifying positive cases 

while minimizing false positives and false negatives. 

The F1-score value demonstrates a balanced 

performance between precision and recall. Based on 

the comparison results in Table 1, the ELREI method 

for lung CXR image classification has excellent 

performance. Judging from the performance value of 

the ELREI method, this method can classify CXR 

images of the lungs very well. 

4. Conclusion 

Based on the results and discussion previously 

presented, the proposed ELREI method is an 

ensemble learning approach that combines the 

classification results from ResNet, EfficientNet, and 

Inception-v3 to overcome these limitations and 

leverage the advantages of each architecture. ELREI 

employs a weighted voting technique to make 

decisions based on the learning outcomes of the three 

architectures. The method achieves excellent results 

in terms of accuracy, precision, recall, and F1-score, 

all above 98%. The training graph of ELREI 

demonstrates its ability to overcome overfitting. 

Overall, the ELREI method proves to be robust and 

excellent for classifying lung diseases based on CXR 

images, considering four classes: normal, COVID-19, 

lung opacity, and pneumonia. 
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