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Abstract: Breath acetone concentrations were found to be correlated with blood ketone levels. Based on this evidence, 

predicting blood ketone levels using breath analysis and machine learning (ML) becomes possible. Nevertheless, a 

good ML model requires a large amount of training data. Under certain conditions, it is difficult to collect large 

amounts of data such as during the Covid-19 pandemic. To overcome this problem, we propose an augmentation 

technique to extend the number of training datasets using two step synthetic minority oversampling (SMOTE). The 

first step was to increase the amount of training data by combining it with synthetic data, while the second step was to 

balance the data at each ketone level. The strategy for using SMOTE with regression was further explained since this 

study aims to predict ketone levels with numerical output values and SMOTE is typically used in classification cases.  

The proposed method was evaluated by entering the data into several ML methods such as deep neural network 

regression (DNN-R), linear regression (ML-R), ransac regression (RC-R), K-nearest neighbour regression (KNN-R), 

decision tree regression (DT-R), random forest regression (RF-R), Ada boost regression (AD-R), Gradient boost 

regression (GB-R) and XG-boost regression (XGB-R). Based on the test results, when compared without the proposed 

method, an increase in accuracy was obtained on DNN-R, ML-R, RC-R, KNN-R, DT-R, RF-R, AB-R, GB-R, and 

XGB-R by 0.958%, 9.51%, 35.74%, 18.133%, 8.236%, 11.348, 9.47%, 5.093%, and 11.264% respectively. 
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1. Introduction 

The use of Electronic-nose for breath analysis has 

recently been widely implemented in the health 

sector due to its advantage as a non-invasive method 

that does not require penetration into the patient's 

body. Thus, Electronic-nose is more practical and 

does not hurt the patient. One of the topics that have 

been extensively studied is the case study of diabetes 

and body metabolism. On the topic, several studies 

have implemented breath analysis for detecting 

diabetes [1, 2], blood sugar levels [3] and ketone 

levels [4, 5]. Research on the relationship between 

breath acetone values and blood ketones has been 

currently quite popular because it is not only used for 

detecting ketone levels in complications of diabetic 

ketoacidosis (DKA) but also widely used by 

ketogenic dieters. 

The previous study conducted by [6] examined 

the relationship between the results of breath acetone 

measurements from gas sensors and blood ketone 

values. The data were collected from 35 patients with 

diabetes to detect patients at risk of developing 

diabetic ketoacidosis (DKA). The data of the patients 

were analyzed using the regression equation and 

correlation coefficient and yielded a correlation 

coefficient of 0.828. This value indicates a strong 

correlation between breath acetone and blood ketone 

levels. The other previous study by [7] also tested the 

relationship between breath acetone content and 

blood ketone values. This study collected data from 

72 patients with type 1 diabetes mellitus and 9 

patients with DKA. The results of the study showed 

a significant correlation between breath acetone and 

blood ketone levels. Based on these results, breath 

acetone levels can be used to categorize the blood 

ketone levels of the patients. The level categories 
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include the normal, high, and risky category. A strong 

correlation found in the previous studies [6, 7] has 

provided an opportunity to implement machine 

learning in detecting blood ketone levels using breath 

acetone as input.  

From the literature search, the authors have not 

found the use of machine learning in detecting blood 

ketone levels using breath acetone from Electronic-

nose as an input. Nevertheless, some studies were 

conducted in a similar area as the present studies by 

implementing machine learning with the input of 

breath acetone of electroninc-nose data to detect 

diabetes and Blood sugar levels. For example, recent 

studies by [1, 2] used the machine learning method to 

detect diabetic and non-diabetic patients using input 

data from Electronic-nose signals on the patient's 

breath. These studies produced a high accuracy, 

reaching 90% in the study [1] and 80% in the study 

[2]. The other studies conducted by [8, 9, 10, 11] used 

the machine learning method to predict blood sugar 

levels using Electronic-nose data from breath 

analysis. In the study [8] correlation coefficient was 

0.996, while in the study [9] R2Score was 0.081. 

Furthermore, in the study [10] the accuracy was 

74.76%, and in the study [11] correlation coefficient 

was 0.6982. In general, these studies show that 

machine learning is effective to use for Electronic-

nose signals. 

Despite its promising utility, machine learning 

requires a large number of training data at the model 

training stage. The larger the number of training data, 

the higher the statistical power in pattern recognition. 

However, collecting data under certain conditions 

such as the Covid-19 pandemic condition is highly 

challenging because it is difficult to obtain a large 

number of data on patient breath. The limited number 

of data can reduce the total data in the machine 

learning training process which in turn may result in 

decreased accuracy of the prediction. Theoretically, 

the number of datasets can be expanded by 

augmenting synthetic data based on the patterns of 

the existing data. One of the most widely used data 

augmentation techniques is SMOTE.  

SMOTE oversampling is typically used to deal 

with data imbalance issues in classification cases. 

Data on the minority class were oversampled using 

synthetic data generated by SMOTE. One of the 

strengths of SMOTE is its low complexity, which 

makes it a practical method to implement. The 

previous study conducted by [12] implemented 

SMOTE to Electronic-nose data to balance minority 

class in fruit disease detection. The use of synthetic 

data from SMOTE increased the accuracy by 3.98% 

and F1-Score by 0.042. These findings indicate the 

effectiveness of SMOTE to implement in Electronic-

nose data. In this study, the use of SMOTE solely 

focused on balancing the number of data in the 

minority class and did not focus to increase the total 

amount of data. In addition, the use of SMOTE in the 

regression case study has not been explained in the 

literature.  

Based on the background described above, this 

study proposes a machine learning-based breath 

ketone level detection method with a small number of 

datasets. The main contributions of the present 

studies are as follows:  

(i) explaining the scenario of implementing 

SMOTE in Machine learning to predict based ketone 

level from Electronic-nose data using the regression, 

whereas SMOTE has generally been used for 

classification; 

 (ii) improving SMOTE data generation scenarios 

to increase the amount of training data in predicting 

ketone level from Electronic-nose data using the 

regression.  

In general, the strategy to meet contribution (i) 

involved two main steps. Firstly, the numeric output 

data were converted into categorical form. Secondly, 

SMOTE was applied using both feature data and 

categorical output data. Meanwhile, contribution (ii) 

was fulfilled using two steps. The first step involved 

duplicating the training dataset, while the second step 

focused on balancing the number of datasets at each 

ketone level. To determine their performance,  the 

data from the proposed method were tested using 

various machine learning methods. 

The general sequences of the present study 

consisted of hardware explanation, dataset retrieval, 

raw data pre-processing, data preparation, data 

augmentation, machine learning testing, and 

evaluation.  

Overall, the structure of this paper is organized as 

follows: Section 1 discusses the research background, 

section 2 explains the proposed method, section 3 

presents the results of this study, and section 4 

contains the conclusions of the research that was 

conducted.  

2. Proposed method 

This section describes the sequence of the 

proposed method in the present study. It consists of 

hardware explanation, data acquisition, data pre-

processing, data preparation, machine learning 

testing, and evaluation. The sequence of the method 

can be seen in Fig. 1. 

2.1 Hardware explanation 

This study used a self-developed Electronic-

nose device that consists of four Acetone sensitive  
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Figure. 1 Proposed method workflow 

 

 
Figure. 2 Electronic-nose hardware configuration 

 

gas sensors, namely WSP2110 [13], MQ138 [14], 

GM302B [15] and GM502B [15]. In addition, the 

device also has two pumps that serve as air suction 

into the chamber and remove air from the chamber. 

Furthermore, it also has HEPA filter connected to the 

intake air pipe. For collecting the patient's breath 

sample, a breathing bag is provided to collect the 

blown air.  

The breathing bag is connected to a HEPA filter 

which is then sucked into the chamber and read by 

four gas sensors. The breathing bag is connected to a 

HEPA filter which is then sucked into the chamber 

and read by four gas sensors. The sensor is read by 

the Esp32 microcontroller which has been integrated 

with all components. An illustration of the hardware 

developed can be seen in Fig. 2. 
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Figure.  3 Electronic-nose signal representation 

 

The reading of the sensor value begins with reading 

the ADC (analog to digital converter) and 

subsequently calculating the VRL using Eq. (1). Vref 

is 5v, while R is 16. Subsequently, the Rs value can 

be calculated using Eq. (2). Vc is 5v (sensor input 

voltage) and Rl value is according to the datasheet 

reference for each sensor. The next step is to calibrate 

the sensor by finding the value of Ro. Ro itself is the 

value of Rs in fresh air condition. Furthermore, the 

Rs/Ro value was determined where this value was 

correlated with the acetone gas concentration value  

according to the sensor datasheet reference. 

 

𝑉𝑟𝑙 = 𝐴𝐷𝐶 
𝑉𝑟𝑒𝑓

(2𝑅−1 )
                                 (1) 

 

𝑅𝑠 =  
𝑉𝑐−𝑉𝑟𝑙

𝑉𝑟𝑙
 ×  𝑅𝑙                                 (2) 

 

The gas sensor reading flow refers to research by 

[16] and sensor datasheets. In addition, the BME280  

sensor produced temperature, humidity, and air 

pressure values. Meanwhile, the flow meter yielded 

total milliliters of intake air and air velocity values. 

Data collection lasted for 90 seconds at a sampling 

frequency of 10 Hz or 10 data per second. Thus, 

during a single-session data collection, each sensor 

produced 900 samples. The data was represented to a 

time domain signal which can be seen in Fig. 3. The 

signal consists of 3 phases, namely Phase 1 (P1): 

baseline value, Phase 2 (P2): when the air was sucked 

in, and Phase 3 (P3): the main signal under stable 

conditions.  

2.2 Data acquisition 

 The data collection was conducted at the naval 

central hospital of surabaya (RSPAL). Data was 

obtained by collecting breath samples from patients 

using the developed device and ground truth values. 

The ground truth uses the “Ketoscan” breath ketone 

meter that is already available on the market. 

“Ketoscan” can measure ketone values from level 0 

to 12 based on breath acetone concentration in part 

per million (ppm). Level 0 is a condition where 

ketones are not detected, while level 12 is a condition 

of Ketoacidosis [17]. Data collection was performed 

in the outpatient unit of the hospital with a random 

sampling method. The results of data collection 

consisted of data from 100 patients with ketone levels 

varying from 1 to 9. Only a small amount of data can 

be collected because it was difficult to take breath 

data during the Covid-19 period. Many patients were 

afraid to take breath data.  

2.3 Signal pre-processing 

Signal pre-processing was conducted to process 

the raw signal data obtained in data acquisition. Pre-

processing began with removing the noise in the 

signal that can lead to data bias and low data quality. 

Noise reduction was performed using the moving 

average filter (MAF).  

MAF is a filter method that calculates the 

moving average based on a specified point value, 

denoted as 𝑀. The greater the 𝑀 value, the smoother 

the results of the filter. MAF filters have been 

extensively used in signal processing due to their 

simple calculations [18]. MAF filter can be done 

using Eq. (3). In this equation, 𝑦 is the output signal 

after filtering, while 𝑖 is the index value of the data in 

each iteration. For example, in Eq. (4), a filter 

calculation was performed from the 0th index signal 

data with a point value of 𝑀 = 3. After filtering, the 
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signal was converted into the frequency domain using 

the Fast Fourier Transform (FFT) in the subsequent 

step. 

 

𝑦[𝑖] =  
1

𝑀
  ∑ 𝑥 [𝑖 + 𝑗]    𝑀−1

𝑖=0                           (3) 

 

𝑦[0] =  
𝑥[0]+𝑥[1]+𝑥[2]

𝑀
                                    (4) 

 

Conversion to the frequency domain aimed to 

expand signal variations to the input features [19]. 

This conversion process was conducted using Eq. (5). 

In this equation, 𝑆𝑓  represents the signal of the 

frequency domain, 𝑁 denotes the number of samples 

on the signal,  𝑆𝑛  represents signals on the time 

domain and 𝑒−
𝑖2𝜋

𝑁
𝑓𝑛

 is a constant of a signal [20]. 

 

𝑆𝑓 =  ∑ 𝑆𝑛. 𝑒−
𝑖2𝜋

𝑁
𝑓𝑛𝑁−1

𝑛=0                           (5) 

 

From the previous process, a filtered signal with 

a time domain and frequency domain was obtained. 

Thus, the extraction process on these two kinds of 

signals can be conducted. Signals in the time domain 

were extracted with statistical parameters: average 

(𝐴𝑣𝑔), standard deviation (𝑆𝑡𝑑), skewness, kurtosis, 

minimum value (𝑀𝑖𝑛) dan maximum value (𝑀𝑎𝑥). 

Meanwhile, signals in the frequency domain were 

extracted by calculating the average energy (𝐴𝐸) and 

maximum energy ( 𝑀𝐸 ). The average can be 

calculated using Eq. (6). In this equation, 𝑛 entails 

the number of data points of the signal and 𝑖 entails 

the index data. Meanwhile, 𝑥𝑖 represents the value of 

signal data on each index.  

 

𝐴𝑣𝑔 =  
∑ 𝑥𝑖𝑛

𝑖=0

𝑛
                                       (6) 

 

𝑆𝑡𝑑  can be calculated using Eq. (7). In the 

equation, �̅�  entails the average value of the signal 

data. 

 

𝑆𝑡𝑑 =  
∑ (𝑥𝑖−�̅�)2𝑛

𝑖=1

𝑛
                                       (7) 

 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 can be calculated using Eq. (8). In this 

equation, 𝜎  is the value of standard deviation. 

Furthermore, 𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 can be determined using Eq. 

(9).  

 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
1

𝑛𝜎3  ∑ (𝑥𝑖 − �̅�)3𝑛
𝑖=0                        (8) 

 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =  
1

𝑛𝜎4  ∑ (𝑥𝑖 − �̅�)4 𝑛
𝑖=1                       (9) 

 

AE can be calculated using Eq. (10). In this 

Equation 𝐹(𝑖)  denotes the value signal on the 

frequency domain. Furthermore, the value of 𝑀𝐸 

was calculated by determining the highest value of 

the signal of the frequency domain. 

 

𝐴𝐸 =  
∑ 𝐹(𝑖)2𝑛−1

𝑖=0

𝑛
                                  (10) 

 

After feature extraction was performed, the 

next stage was data preparation and augmentation 

processes. 

2.4 Data preparation and augmentation 

This Sub-section explains data preparation and 

Augmentation” which contains a major contribution 

to the present study. In the initial stages data 

augmentation process was performed using the 

synthetic minority oversampling (SMOTE).  

SMOTE is a standard method for balancing the 

number of minority class data in the classification 

case. Data on the minority class is extended by 

generating synthetic data. The process of synthetic 

data generation is performed using the K-nearest 

neighbor principle. The standard SMOTE workflow 

consists of three main stages. To illustrate, there are 

10 data in class A (Majority) and 5 data in class B 

(Minority). In the first stage, data in the minority 

class B were selected randomly as symbolized by 

(𝑋𝑖). Subsequently, the difference between the data 

and K-nearest neighbors (�̂�𝑘)  is calculated. The 

nearest neighbor is determined by selecting the 

closest distance between (𝑋𝑖) and each data in class 

B using the Euclidean distance. In the second step, 

the difference values are multiplied by a random 

number (𝛿) ranging from 0 to 1 [12]. In the third step, 

the results of the multiplication operation in stage 2 

were added with (𝑋𝑖) to produce a new synthetic data 

𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐. The synthetic data in class B is added to 

increase the amount of data. The first to the third step 

is iterated for other sample data in class B until the 

required data is sufficient. Data is considered 

sufficient if the amount of data in the minority class 

is equal to the amount of data in the majority class. 

The calculation process in the first to third stages can 

be represented by Eq. (11).   

 

𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 = 𝑋𝑖 +  (�̂�𝑘 − 𝑋𝑖) × 𝛿                 (11) 

 

Data generation on the standard SMOTE is 

conducted in a classification case with the categorical 

output (𝑦𝐶𝑎𝑡). 𝑦𝐶𝑎𝑡 is a class value that can be used 

as a boundaries in the data generation process.  
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Algorithm 1: Convert 𝑦𝑁𝑢𝑚 value to 𝑦𝐶𝑎𝑡 

Input    : 𝑌 value in numeric 𝑦𝑁𝑢𝑚 

Output : 𝑌 value in categorical 𝑦𝐶𝑎𝑡 

Step      :  

if (𝑦𝑁𝑢𝑚 >= 0)    and (𝑦𝑁𝑢𝑚 <= 0.9) : return 0 

if (𝑦𝑁𝑢𝑚 >= 0.9) and (𝑦𝑁𝑢𝑚 <= 1.9) : return 1 

if (𝑦𝑁𝑢𝑚 >= 2.0) and (𝑦𝑁𝑢𝑚 <= 2.9) : return 2 

if (𝑦𝑁𝑢𝑚 >= 3.0) and (𝑦𝑁𝑢𝑚 <= 3.9) : return 3 

if (𝑦𝑁𝑢𝑚 >= 4.0) and (𝑦𝑁𝑢𝑚 <= 4.9) : return 4 

if (𝑦𝑁𝑢𝑚 >= 5.0) and (𝑦𝑁𝑢𝑚 <= 5.9) : return 5 

if (𝑦𝑁𝑢𝑚 >= 6.0) and (𝑦𝑁𝑢𝑚 <= 6.9) : return 6 

if (𝑦𝑁𝑢𝑚 >= 7.0) and (𝑦𝑁𝑢𝑚 <= 7.9) : return 7 

if (𝑦𝑁𝑢𝑚 >= 8.0) and (𝑦𝑁𝑢𝑚 <= 8.9) : return 8 

if (𝑦𝑁𝑢𝑚 >= 9.0) and (𝑦𝑁𝑢𝑚 <= 9.9) : return 9 

if (𝑦𝑁𝑢𝑚 >= 10) and (𝑦𝑁𝑢𝑚 <= 40.0): return 10 

if (𝑦𝑁𝑢𝑚 >= 41.0) and (𝑦𝑁𝑢𝑚 <= 60): return 11 

if (𝑦𝑁𝑢𝑚 >= 60) : return 12 

 

Meanwhile, this study used numeric output data 

( 𝑦𝑁𝑢𝑚 ). 𝑦𝑁𝑢𝑚  is the value of breath acetone 

concentration in ppm from the ground truth 

(Ketoscan). Thus, there should be a strategy to 

implement SMOTE. In this study, the SMOTE 

implementation strategy was carried out by 

converting 𝑦𝑁𝑢𝑚 to 𝑦𝐶𝑎𝑡. The conversion process 

is done by clustering  𝑦𝑁𝑢𝑚  based on the ketone 

level guide by Ketoscan [17]. The sequence of the 

conversion process is presented in Algorithm 1. 

After the conversion process, a synthetic data 

generation process was performed to enhance the 

amount of training data. The process is called 

SMOTE Step-1. Before the oversampling process 

began, the 𝑦𝑁𝑢𝑚 data were temporarily inserted into 

the 𝑥𝐷𝑎𝑡𝑎𝑠𝑒𝑡. Because the synthetic data of 𝑦𝑁𝑢𝑚 

were required in the subsequent stage. Furthermore, 

SMOTE Step-1 was conducted using the same 

calculations as standard SMOTE using  𝑥𝐷𝑎𝑡𝑎𝑠𝑒𝑡 

and 𝑦𝐶𝑎𝑡 . The SMOTE Step-1 process would 

equalize the data on minority  𝑦𝐶𝑎𝑡 by generating 

synthetic data. The synthetic data was subsequently 

separated from the original data and stored in the 

𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐  dataframe. Meanwhile, 𝑦𝑁𝑢𝑚  in 

𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐  was removed and stored in a new 

dataframe, namely 𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐. From this process, 

SMOTE Step-1 generated 𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐  and 

𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 . The sequence of SMOTE Step-1 is 

presented in detail in Algorithm 2.  

Once SMOTE-step 1 was completed, the data was 

then split into 70% training data ( 𝑥𝑇𝑟𝑎𝑖𝑛  and 

𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛 ) and 30% testing data ( 𝑥𝑇𝑒𝑠𝑡  and 

𝑦𝑁𝑢𝑚𝑇𝑒𝑠𝑡 ). Standardization was subsequently 

performed to equalize the range of data for each 

feature. The standardization process was performed  

 

Algorithm 2: SMOTE Step-1 

Input    : 𝑥𝐷𝑎𝑡𝑎𝑠𝑒𝑡 (Dataframe contain extracted 

feature). 

              𝑦𝐶𝑎𝑡 (Dataframe contain target data in 

categorical). 

Output :  𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 (Dataframe contain sintetic 

data feature). 

                 𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 (Dataframe contain 

sintetic  data target). 

Step    :   

Add 𝑦𝑁𝑢𝑚 to  𝑥𝑆𝑐𝑎𝑙𝑒𝑑 dataframe 

 𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐, 𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖c  Perfome SMOTE  

on (𝑥𝐷𝑎𝑡𝑎𝑠𝑒𝑡, 𝑦𝐶𝑎𝑡). 

𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐  Replace with 𝑦𝑁𝑢𝑚 

from 𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐. 

 

Drop 𝑦𝑁𝑢𝑚 from 𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 

Return 𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐, 𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 

 

using Eq (12). In this equation,  𝑥𝑆𝑐𝑎𝑙𝑒𝑑  denotes 

standardized data, while 𝜇 is the Mean of all data and 

𝜎  is the standard deviation. The standardization 

process is carried out on the 𝑥𝑇𝑟𝑎𝑖𝑛 , 𝑥𝑇𝑒𝑠𝑡 , and  

𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐, producing  𝑥𝑇𝑟𝑎𝑖𝑛𝑆𝑐𝑎𝑙𝑒, 𝑥𝑇𝑒𝑠𝑡𝑆𝑐𝑎𝑙𝑒, 
and 𝑥𝑆𝑦𝑛𝑆𝑐𝑎𝑙𝑒 standardized data. 

 

𝑥𝑆𝑐𝑎𝑙𝑒𝑑 =  
𝑥𝐹𝑒𝑎𝑡𝑢𝑟𝑒 − 𝜇 

𝜎
                                (12) 

 

Because of the extremely large feature 

dimensions, a dimension reduction process was 

performed using the principal component analysis 

(PCA). PCA aims to reduce data by extracting the 

dominant pattern in each feature [20]. PCA has five 

main steps, namely standardization, calculation of the 

covariance matrix, calculation of Eigenvector and 

Eigenvalue, feature vectors, and recast data. PCA 

process is performed on standardized data with the 

results of 𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎 , 𝑥𝑆𝑦𝑛𝑃𝑐𝑎 , and 𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎 . 

The sequence from the data split process to PCA is 

presented in Algorithm 3. After the dimension was 

reduced, the data were split for validation using 

stratified K-fold cross validation (SKF). SKF is a 

technique of dividing the sample into folds by 

dividing the number of classes in the same proportion 

[21]. In this research SKF was configured with 4 

folds. Fold 1 to 3 were used for the training data, 

while fold 4 was used for data validation. The 

validation process was iterated several times until 

each data had ever taken part in data testing and data 

validation. In this process, the 𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎 and 

𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛 data frames were split using SKF and at 

each iteration generated training data and validation 

data, namely 𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑, 𝑥𝑉𝑎𝑙𝐹𝑜𝑙𝑑,  
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Algorithm 3: Split dataset and PCA reduction 

Input    : 

𝑥𝐷𝑎𝑡𝑎𝑠𝑒𝑡  (dataframe contain extracted feature). 

𝑦𝑁𝑢𝑚 (dataframe contain target data in numeric). 

𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 (dataframe contain synthetic data 

feature result of SMOTE Step-1). 

 

Output :  

𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎 and  𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛 (Feature training 

data with dimension reduction and training 

target). 

𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎 and 𝑦𝑁𝑢𝑚𝑇𝑒𝑠𝑡 (Feature testing data 

with dimension reduction and testing target). 

𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎 (Syntetic data feature with dimension 

reduction). 

 

Step 1 :  Data Split and Standardization. 

𝑥𝑇𝑟𝑎𝑖𝑛, 𝑥𝑇𝑒𝑠𝑡, 𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛, 𝑦𝑁𝑢𝑚𝑇𝑒𝑠𝑡   

Split (𝑥𝐷𝑎𝑡𝑎𝑠𝑒𝑡, 𝑦𝑁𝑢𝑚).  

 

𝑥𝑇𝑟𝑎𝑖𝑛𝑆𝑐𝑎𝑙𝑒, 𝑥𝑇𝑒𝑠𝑡𝑆𝑐𝑎𝑙𝑒, 𝑥𝑆𝑦𝑛𝑆𝑐𝑎𝑙𝑒   

StandardScale(𝑥𝑇𝑟𝑎𝑖𝑛, 𝑥𝑇𝑒𝑠𝑡, 𝑥𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐). 
Step 2 : Dimension Reduction. 

𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎, 𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎, 𝑥𝑆𝑦𝑛𝑃𝑐𝑎  PCA 

 (𝑥𝑇𝑟𝑎𝑖𝑛𝑆𝑐𝑎𝑙𝑒, 𝑥𝑇𝑒𝑠𝑡𝑆𝑐𝑎𝑙𝑒, 𝑥𝑆𝑦𝑛𝑆𝑐𝑎𝑙𝑒). 

Return..𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎, 𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎, 𝑥𝑆𝑦𝑛𝑃𝑐𝑎,

𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛, 𝑦𝑁𝑢𝑚𝑇𝑒𝑠𝑡. 

 

and 𝑦𝑉𝑎𝑙𝐹𝑜𝑙𝑑 . To enlarge the number of training 

data, 𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑 and 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑 were combined 

with synthetic data of (𝑥𝑆𝑦𝑛𝑃𝑐𝑎 and 𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐).  

The combination data was stored in the 

𝑥𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 and 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 data frames. However, 

this combination resulted in unbalanced data 

distribution at each ketone level became unbalanced. 

Thus, SMOTE Step-2 was implemented to balance 

data distribution at each ketone level balanced. 

Before conducting SMOTE Step-2, temporary 

𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚  was added to the 𝑥𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚  data 

frame. Afterward, 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚  was converted into 

categorical using Algorithm 1 to produce 

𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚𝐶𝑎𝑡. This process aimed to oversample 

numerical data as in SMOTE Step-1. SMOTE step-2 

was performed using the steps described in Eq. (11). 

Using SMOTE step-2 the data would have a balanced 

proportion again at each ketone level and would be 

stored in the 𝑥𝑆𝑚𝑜𝑡𝑒2 and 𝑦𝑆𝑚𝑜𝑡𝑒2  data frame. 

The next step was to save 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 of 𝑥𝑆𝑚𝑜𝑡𝑒2  

into 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙 data frame and drop 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 

which was stored in the 𝑥𝑆𝑚𝑜𝑡𝑒2data frame. Then, 

𝑥𝑆𝑚𝑜𝑡𝑒2 became 𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙. The sequence of the 

entire process from SKF to SMOTE step-2 was 

presented in Algorithm 4 and produced 

 

Algorithm 4: Cross validation SMOTE step-2 

Input    : 
.𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎, 𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛, 𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎, 𝑦𝑁𝑢𝑚𝑇𝑒𝑠𝑡 

.𝑥𝑆𝑦𝑛𝑃𝑐𝑎, 𝑦𝑆𝑦𝑛𝑡𝑒𝑡𝑖𝑐. 

 

Output :  
𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙 and  𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙 (Feature training data 

with dimension reduction and training target). 

𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 and 𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 (Feature 

testing data with dimension reduction and testing 

target). 

 

Step 1 :  Stratisfied K-fold Cross Validation (SKF)  

data split. 

 

𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑, 𝑥𝑉𝑎𝑙𝐹𝑜𝑙𝑑, 𝑦𝑉𝑎𝑙𝐹𝑜𝑙𝑑    

     SKF(𝑥𝑇𝑟𝑎𝑖𝑛𝑃𝑐𝑎, 𝑦𝑁𝑢𝑚𝑇𝑟𝑎𝑖𝑛). 

 

Step 2 : Data Combination. 

𝑥𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚  Combine(𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑, 𝑥𝑆𝑦𝑛𝑃𝑐𝑎) 

𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚  Combine(y𝑇𝑟𝑎𝑖𝑛𝐹𝑜𝑙𝑑,  
                            𝑦𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐). 

 

Step 3 : SMOTE Step-2. 
Add 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 to  𝑥𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 dataframe. 

𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚𝐶𝑎𝑡   Convert 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 to 

Categorical. 

𝑥𝑆𝑚𝑜𝑡𝑒2, 𝑦𝑆𝑚𝑜𝑡𝑒2   

Perfome SMOTE(𝑥𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚, 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚𝐶𝑎𝑡). 

𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙 = 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 from 𝑥𝑆𝑚𝑜𝑡𝑒2 

Drop 𝑦𝑇𝑟𝑎𝑖𝑛𝐶𝑜𝑚 from 𝑥𝑆𝑚𝑜𝑡𝑒2. 

𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙 = 𝑆𝑚𝑜𝑡𝑒2. 

𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 = 𝑥𝑉𝑎𝑙𝐹𝑜𝑙𝑑 . 
𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 = 𝑦𝑉𝑎𝑙𝐹𝑜𝑙𝑑 . 
Return 

𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙, 
𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙. 

 

𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙,  𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝐼𝑛𝑎𝑙, 
and 𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙. 

The use of Two-Step SMOTE made it practical to 

add and maintain a balanced training dataset. After 

completing data preparation and augmentation, 

machine learning testing is described in the next 

subsection.  

2.5 Machine learning testing 

In this study, machine learning testing was 

conducted by inputting a dataset to detect ketone 

levels using a regression technique. The machine 

learning testing was performed in three scenarios, 

namely the deep learning regression, standard 

machine learning regression, and boosting regression. 

Deep neural network regression (DNN-R) was 

employed in the deep learning scenario. The DNN-R 

is a method developed from the neural network that 
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has more hidden layers [21]. Each hidden layer 

consists of a group of neurons responsible for 

processing information from the dataset. The number 

of neurons in each hidden layer is determined based 

on the dataset. Therefore, to gain optimal results, 

experiments were conducted to determine these 

parameters.   

Standard machine learning uses five methods, 

namely standard multiple linear regression (ML-R), 

K- nearest neighbor regression (KNN-R), ransac 

regression (RC-R), decision tree regression (DT-R), 

and random forest regression (RF-R). 

ML-R is a technique for predicting the outcome 

of the dependent variable from the input of more than 

one independent variable [22]. The ML-R model can 

be formulated using Eq. (13). In this equation, 𝑦 is 

the dependent variable, 𝛽0  is y-intercept of 𝑦 

variable when the other independent variable is 0, 𝛽𝑖 
regression coefficient of the independent varible for 

index 𝑖 , and 𝑋𝑖 the value of independent variable for 

index 𝑖 . 
 

𝑦 =   𝛽0 + ∑ 𝛽𝑖𝑋𝑖𝑛
𝑖=0  + 𝑒                       (13) 

 

KNN-R is a regression method based on the 

KNN-C classification method. KNN-R makes 

predictions by calculating the distance of data input 

of testing data for each training dataset. Distance 

calculations are usually performed using the 

Euclidean distance [23]. The data on the 𝑘  nearest 

neighbors are then selected. Afterward, the Mean of 

data on the 𝑘 nearest neighbors is determined. The 𝑘 

value can be configured so that the best results are 

obtained.  

RC-R is developed from standard linear 

regression which excludes outlier data. In the first 

step, RC-R began with selecting a random data set 

and model fitting the data using standard linear 

regression. The second step is calculating residual 

error using Eq. (14) from the results of the model 

fitting. Data with a residual error value lower than the 

threshold was seen as normal data (inlier). These first 

and second steps were iterated as needed. In the 

fourth step, the model with the highest number of 

inliers was saved [24].  

 
𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝐸𝑟𝑟𝑜𝑟 =    𝐴𝑐𝑡𝑢𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑       (14) 

 

DT-R is a regression method in which model 

development is conducted using a tree structure that 

has root, branches, and leaf nodes [25]. The decision 

tree is completed by selecting the appropriate 

attribute with attribute selection measures (ASM). 

ASM can be done by calculating the information gain 

(𝐼𝑔) of each feature in the dataset using Eq. (15). The 

feature with the greatest information gain will be the 

root node. The process will be repeated until all the 

features in the dataset are in the decision tree [26] . 

The concept is the same as a decision tree 

classification, but the regression has a numerical 

output value . 

 
𝐼𝑔 =    𝑛 − [𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝐴𝑣𝑒𝑟𝑎𝑔𝑒 ∗ 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐸𝑎𝑐ℎ 𝐼𝑛𝑝𝑢𝑡)]            (15) 
 

RF-R is a regression method that employs 

ensemble learning techniques. The ensemble process 

was conducted by combining the prediction results in 

several decision trees. The final prediction results 

were obtained from the average prediction results of 

all decision trees [27].  

The boosting regression involved three methods, 

namely, adaptive boosting regression (AB-R), 

gradient boost regression (GB-R), and extreme 

gradient boost regression (XGB-R). AB-R is a 

regression method that implements a set of weak 

learners such as a simple decision tree which is added 

sequentially at each iteration. The number of 

iterations was determined as needed [28]. At each 

iteration, the data was re-weighted based on the error 

from the previous weak learner. The final result was 

obtained from a combination of prediction results by 

all weak learners. 

GB-R is a regression method similar to AB-R. 

This method combined a group of decision tree-based 

weak learners. The difference lies in the process in 

each iteration. In the first iteration of GB-R, a 

prediction process was conducted with the decision 

tree using the input x feature dataset and the y output. 

Subsequently, the value of the residual error of the 

process was used as the y output value in the next 

decision tree [29]. The process was iterated according 

to the specified iteration limit. XGB-R is a method 

developed from GB-R by applying regularization 

techniques. 

In each machine learning method explained 

above, the hyperparameter was determined using a 

random tuning method. This tuning process is 

evaluated using the SKF technique using 

𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙, and 

𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 data. The evaluation result was 

measured using the average matrix: accuracy (Acc), 

𝑅2 Score (R2) dan Mean Square Error ( 𝑀𝑆𝐸 ). 

Accuracy was determined using Eq. (16), R2 Score 

was calculated using Eq. (17), and MSE was 

determined using Eq. (18). On these equations, 𝑦  

 
Algorithm 5: Hyperparameter tuning 

Input    : 𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 
𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 𝑑𝑎𝑛 𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙  
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Output :  Best Model For Each ML Method  

Step   1 :   

Random Hyperparameter based on ML method  

SKF Iteration :  

      Model.fitting(𝑥𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙, 𝑦𝑇𝑟𝑎𝑖𝑛𝐹𝑖𝑛𝑎𝑙) 

       𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑅2𝑆𝑐𝑜𝑟𝑒, 𝑀𝑆𝐸   Evaluation 

       (𝑥𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙 𝑑𝑎𝑛 𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝐹𝑖𝑛𝑎𝑙)  

Calculate Average(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑅2𝑆𝑐𝑜𝑟𝑒, 𝑀𝑆𝐸) 

Save model with best evaluation results 

Step 2 : Repeat Step 1 for each ML Method 

(Except ML-R and RC-R). 

Return Best model 

 
Algorithm 6 : Balance testing 

Input    : 𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎, 𝑦𝑇𝑒𝑠𝑡 

Output :  𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑅2𝑆𝑐𝑜𝑟𝑒 

                 𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑀𝑆𝐸 

Step   1 :   

For 1 to 10 : 

     𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑅2𝑆𝑐𝑜𝑟𝑒, 𝑀𝑆𝐸 Model.predict 

(𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎).         
 balance𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑅2𝑆𝑐𝑜𝑟𝑒, 𝑏𝑎𝑙𝑀𝑆𝐸     

  Calculate Average 

(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑅2𝑆𝑐𝑜𝑟𝑒, 𝑀𝑆𝐸) 

 

Return 

balance𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑅2𝑆𝑐𝑜𝑟𝑒, 𝑏𝑎𝑙𝑀𝑆𝐸 

 

 

denotes the output value of the original data, 𝑦𝑃𝑟𝑒𝑑 

was the output of prediction, and 𝑛 is the number of 

data. The sequence of the tuning process is presented 

in Algorithm 5. 

 

𝐴𝑐𝑐 = 100% − (∑ [ 
𝑦−𝑦𝑃𝑟𝑒𝑑

𝑦𝑃𝑟𝑒𝑑
 ]𝑛

𝑖=0  𝑥 100%)    (16) 

 

𝑅2 𝑆𝑐𝑜𝑟𝑒 = (1 −  
∑ (𝑦−𝑦𝑃𝑟𝑒𝑑)2𝑛

𝑖=0

∑ (𝑦− 
∑ 𝑦𝑛

𝑖=1
𝑛

)

2
𝑛
𝑖=0

 ) 𝑥 100  (17) 

 

𝑀𝑆𝐸 =
1

𝑛
  ∑ (𝑦 − 𝑦𝑃𝑟𝑒𝑑)2𝑛

𝑖=0                  (18) 
 

After obtaining the best model, 

𝑥𝑇𝑒𝑠𝑡𝑃𝑐𝑎 and 𝑦𝑇𝑒𝑠𝑡  data were tested using each 

machine learning model with 10 fitting iterations for 

each machine learning model. Each iteration was 

evaluated for matrix accuracy, 𝑅2  score and mean 

square error (𝑀𝑆𝐸). The average value of the results 

of each iteration were determined to find balance 

 

Table 1 Extracted feature representation 

avgMQ138 stdMQ138 ... totalml 

0.0124 0.0054 ... 67 

... ... ... ... 

0.0034 0.0044 ... 66 

 

 

accuracy, balance 𝑅2Score and balance 𝑀𝑆𝐸 . The 

sequence of data testing can be seen in Algorithm 6.  

The results of each machine learning method were 

compared with input data, without synthetic data (E1), 

with standard SMOTE (E2) and proposed two-step 

SMOTE (E3). SMOTE (E2) was conducted by 

converting the output y to a categorical form, and 

then the SMOTE process was conducted only to 

balance the number of training datasets based on the 

previous research [12] The results are described 

completely in Section 3. 

3. Results and discussion 

This section presents the results of this study that 

consists of the results of pre-processing, data 

augmentation, and the machine learning test.  

3.1 Results of signal pre-processing  

The pre-processing process was conducted in 

three steps namely: MAF Filter, FFT and feature 

extraction. The first stage of the MAF Filter was 

conducted to reduce signal fluctuation. The 

experiment was conducted by configuring the M 

value with several values. Fig. 4 presents the example 

of a signal to represent the experimental results. The 

figure shows the WSP2110 signal with a 

configuration of M values: 2, 4, 6, 8, 10 and 12. The 

results showed that the signal began to look smoother 

in the M configuration with a value of 10. Thus M = 

10 was selected as filter configuration for all gas 

sensor data. Because if it is too smooth, it can reduce 

the information contained in the signal [18]. After 

obtaining a smooth signal, the FFT process was 

conducted to obtain a signal in the frequency domain. 

The conversion results to the frequency domain are 

presented in Fig. 5. The third stage is feature 

extraction on the time domain of the signal from the 

filter and the frequency domain of the signal from the 

FFT. The extraction resulted in 51 features in the each 

gas sensor signal (statistical, freq, baseline “P1”, 

average “P2” and max “P2” )  and 7 additional 

features on the environmental sensor (average 

temperature, average humidity, average air pressure, 

min air pressure, max air pressure, and total ml). A  
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Figure. 4 MAF filter with different configuration 

 

 
Figure. 5 Frequency domain signal representation 

 

 
Figure. 6 Data distribution based on PCA component on: (a) E1, (b) E2, and (c) E3 

 

representation of feature extraction can be seen in 

Table 1. 

3.2 Results of data preparation and augmentation  

The first stage involved 70% training and 30% 

testing data. Thus, the total number of training data is 

70 data. The second stage is the SKF cross-validation 

stage with a 4 fold configuration. The training data 

obtained for each fold were 52 training folds and 18 

testing folds. In the third stage, combination training-

fold data was carried out with synthetic data from the 

results of SMOTE step-1, and a total of 114 data was 

obtained. The fourth stage was conducted using  
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Table 2 Comparison of the amount of data 

Data Code Number Of Training Fold Data 

E1 52 

E2 90 

E3 135 

 
Table 3 Comparison of data distribution at each ketone 

level 

Level E1 E2 E3 

1 5.769 % 11.111 % 11.111 % 

2 9.615 % 11.111 % 11.111 % 

3 13.461 % 11.111 % 11.111 % 

4 19.230 % 11.111 % 11.111 % 

5 11.538 % 11.111 % 11.111 % 

6 17.307 % 11.111 % 11.111 % 

7 11.538 % 11.111 % 11.111 % 

8 5.769 % 11.111 % 11.111 % 

9 5.769 % 11.111 % 11.111  

 

SMOTE step-2 and obtained a total of 135 data. In 

Table 2, the proposed method (E3) has a larger 

amount of training data compared to without 

synthetic data (E1) which consisted of 52 data and 90 

standard SMOTE (E2) data. In experiment E2, 

oversampling was conducted using Standard SMOTE 

as in the previous study [12]. However, the y data 

were converted into categorical as in the SMOTE step 

1 process. From the percentage of data balance in 

Table 3, the data without oversampling had an 

unbalanced distribution percentage at each ketone 

level. Furthermore, the standard SMOTE method 

produced a balance distribution of 11.111% on each 

ketone level. Then, with Two-Step SMOTE, the data 

distribution became balanced with a value of 

11,111% at each ketone level. The distribution of E1, 

E2, and E3 data in PCA components can be seen in 

Fig. 6. Based on the results discussed, the E3 method 

has the largest amount of training data and still has a 

balanced distribution of data. 

3.3 Results of machine learning testing  

Machine learning testing was conducted by 

comparing the use of the E1, E2, and E3 datasets with 

9 machine learning methods. In each dataset, the 

hyperparameter tuning process was performed for 

each machine learning method using a random tuning 

technique combined with SKF cross-validation 

(Algorithm 5). The process was performed using the 

same technique. However, the hyperparameters were 

adjusted according to the type of method. The best 

hyperparameters for each machine learning method  

 

Table 4 Best hyperparameter for each dataset 

Method E1 E2 E3 

DNN-R {n1 : 282; 

n2 :37; 

n3:29; 

dr : 0.341;  

I2_r:0.001} 

{n1:171; n2: 

68; 

n3:163; 

dr:0.171; 

I2_R:0.001} 

{n1:180; 

n2:80: 

n3 :111; 

dr:0.26; 

l2_r:0.001} 

KNN-R {k:6} {k:13} {k:4} 

DT-R {md :3} {md: 222} {md: 81} 

RF-R {md : 68; 

n_est :4} 

{md :55; 

n_est :6} 

{md : 63; 

n_est :12} 

AB-R {n_est: 3} {n_est:3} {n_est :24} 

GB-R {md :6; 

n_est :70} 

{md :6; 

n_est:146} 

{md :47; 

n_est :114} 

XGB-R {md :4; 

n_est :4;} 

{md:298; 

n_est : 224} 

{md:101; 

n_est : 148} 

 
Table 5 Average evaluation for best hyperparameter 

Method E1 E2 E3 

DNN-R Acc : 73.204 

R2 : 50.606 

MSE : 2.481 

Acc : 71.880 

R2 : 47.294 

MSE : 2.643 

Acc : 80.023 

R2 : 70.799 

MSE : 1.481 

KNN-R Acc : 65.167 

R2 : 47.337 

MSE : 2.64 

Acc : 65.809 

R2 : 43.167 

MSE : 2.845 

Acc : 73.070 

R2 : 51.362 

MSE : 2.424 

DT-R Acc : 65.176 

R2 : 16.856 

MSE : 4.169 

Acc : 68.9 

R2 : 24.576 

MSE : 3.73 

Acc : 75.773 

R2 : 48.914 

MSE :2.539 

RF-R Acc : 68.523 

R2 : 38.034 

MSE : 3.099 

Acc : 70.060 

R2 : 40. 097 

MSE : 2.985 

Acc : 76.229 

R2 : 61.547 

MSE :1.926 

AB-R Acc : 68.876 

R2  : 34.377 

MSE : 3.275 

Acc : 68.766 

R2 : 38.956 

MSE : 3.037 

Acc :73.358 

R2 : 53.586 

MSE :2.319 

GB-R Acc : 65.859 

R2 : 14.585 

MSE : 4.272 

Acc : 68.965 

R2 : 31.352 

MSE : 3.43 

Acc : 77.848 

R2 : 46.504 

MSE : 2.680 

XGB-R Acc :64.583 

R2 : 72.748 

MSE : 1.363 

Acc : 68.634 

R2 : 22.962 

MSE : 3.829 

Acc : 78.857 

R2 : 61.857 

MSE :1.891 

 

with E1, E2 , and E3 data are presented in Table 4. 

From the  Table 4  n1 : the number of neuron in 

hidden layer 1, n2 : the number of neuron in hidden 

layer 2, n3 : the number of neuron in hidden layer 1, 

dr : the dropout value, I2_r : I2 regularization value, 

k : number of nearest neighbors, md : showed the 

maximum depth of the tree, and n_est shows the 

number of weak learners created. The value of 

evaluation for each of these parameters is presented 

in Table 5. 

By using the best model, data testing was 

iterated 10 times. The test results for the evaluation 

balance value of each machine learning method are 

presented in Table 6. The best results were obtained  
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Table 6 Comparison of prediction results on testing data 

Method E1 E2 E3 

DNN-R Acc : 76.327 

R2 : 59.981 

MSE : 2.058 

Acc : 73.482 

R2 : 58.123 

MSE : 2.154 

Acc : 77.285 

R2 : 73.241 

MSE : 1.376 

ML-R Acc : 68.717 

R2 : 59.621 

MSE : 2.077 

Acc : 72.277 

R2 : 60.899 

MSE : 2.011 

Acc : 78.227 

R2 : 73.115 

MSE : 1.382 

RC-R Acc : 37.929 

R2 : 0.441 

MSE : 5.121 

Acc : 66.734 

R2 : 29.179 

MSE : 3.193 

Acc : 73.669 

R2 : 60.922 

MSE : 2.01 

KNN-R Acc : 61.345 

R2 : 55.397 

MSE : 2.294 

Acc : 70.149 

R2 : 63.449 

MSE : 2.806 

Acc : 79.478 

R2 : 70.048 

MSE :1.540 

DT-R Acc : 68.26 

R2 : 42.325 

MSE : 2.966 

Acc : 69.083 

R2 : 38.159 

MSE : 3.181 

Acc : 76.496 

R2 : 50.776 

MSE : 2.532 

RF-R Acc : 69.385 

R2 : 57.589 

MSE : 2.181 

Acc : 73.796 

R2 : 54.391 

MSE : 2.346 

Acc : 80.733 

R2 : 71.346 

MSE : 1.473 

AB-R Acc : 68.918 

R2 : 46.153 

MSE : 2.769 

Acc : 68.934 

R2 : 40.559 

MSE : 3.057 

Acc :78.397 

R2 : 70.997 

MSE :1.491 

GB-R Acc : 72.25 

R2 : 42.845 

MSE : 2.94 

Acc : 70.521 

R2 : 34.544 

MSE : 3.367 

Acc :77.344 

R2 : 52.295 

MSE :2.453 

XGB-R Acc : 71.278 

R2 : 25.141 

MSE : 3.850 

Acc : 70.073 

R2 : 27.217 

MSE : 3.743 

Acc : 82.543 

R2 : 67.078 

MSE : 1.603 

 

in the proposed method E3 by implementing two-step 

SMOTE. Compared to E2, E3 improved the accuracy 

in DNN-R, ML-R, RC-R, KNN-R, DT-R, RF-R, AB-

R, GB-R, and XGB-R by 3.803%, 5.95%, 6.935%, 

9.329%, 7.413%, 6.937%%, 9.463%, 6.823% and 

12.47% respectively. Furthermore, compared to E1, 

E3 improved the accuracy (Acc)  by 0.958%, 9.51%, 

35.74%, 18.133%, 8.236%, 11.348, 9.47%, 5.093%, 

and 11.264% respectively. The  𝑅2Score (R2) in E3 

increased compared to E2 by 15.118, 12.216, 31.743, 

6.599, 12.616, 16.955, 30.438, 17.751 and 39.861 

respectively. Similarly, compared to E1, the 𝑅2Score 

of E3 increased by 13.26, 13.494, 60.481, 14.651, 

8.451, 13.757, 24.844, 9.45, and 41.937 respectively. 

Additionally, the MSE decreased in E3 compared to 

DNN-R, ML-R, RC-R, KNN-R, DT-R, RF-R, AB-R, 

GB-R, and XGB-R by 0.778, 0.629, 1.183, 1.266, 

0.649, 0.873, 1.566, 0.914, and 2.14 respectively. 

Meanwhile, compared to E1, MSE improved by 

0.628, 0.695, 3.111, 0.754, 0.434, 0.708, 1.278, 0.487, 

and 2.247 respectively.  

Overall, the E3 dataset with Two-Step SMOTE 

showed significant enhancements across multiple 

performance metrics compared to E1 and E2 [12]. 

 

 

4. Conclusion and future research 

Based on the results of the present research, the 

proposed method can apply the SMOTE technique to 

the regression case by clustering the target data 

values into numeric to increase the total number of 

training data. Furthermore, the proposed method 

enhances the standard SMOTE technique with Two-

Step SMOTE. Compared to the result without 

oversampling, the proposed method can enhance the 

balance value of accuracy, 𝑅2Score, and MSE across 

all machine learning methods. Significant results 

were obtained in the RC-R, KNN-R, RF-R and XGB-

R. Compared to the standard SMOTE, the proposed 

method can also enhance the balance value of 

accuracy, 𝑅2 Score, and MSE across all machine 

learning methods. Significant results were obtained 

in the XGB-R, AB-R, and KNN-R 

In particular, the DNN-R method using two-step 

SMOTE  data produced the best prediction results 

that stable in all aspect. with an accuracy balance of 

77.285%, 𝑅2 Score of 73.241, and MSE of 1.376. 

These findings indicate feasibility of the proposed 

method in improving the accuracy of the dataset in 

the Electronic-nose ketone level detection with 

limited amounts of data.  

Future studies can develop the method using 

other data augmentation techniques that utilize deep 

learning approaches such as Generative Adversarial 

Networks (GAN). The use of this method may 

generate higher-quality synthetic data. The better-

quality data will eventually increase the accuracy of 

the prediction process. 
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