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Abstract: For many intelligent applications, object recognition is a critical issue. Developing an effective feature 

extraction method is one of the most difficult issues in object recognition. For this process, a variety of algorithms 

were developed, including self-organizing maps (SOMs), support vector machines (SVM), principal component 

analysis (PCA), and modern deep learning techniques, particularly convolutional neural networks (CNNs). In CNNs, 

the two layers that most significantly contribute to the network bottleneck are the convolution layer and the fully 

connected layer. While the later layer is memory-intensive, the convolution one is computationally expensive. So, 

optimizing these two layers is crucial for executing efficient convolution operations. The primary objective of this 

paper is a detailed discussion of two approaches for optimizing the CNNs architecture. In the first approach, CNNs 

were enhanced using the self-organizing maps (SOMs) topology space in the convolution layer and the KNN classifier 

instead of the conventional fully connected layer. The second approach employed the KNN classifier in the fully 

connected layer and used an improved SOMs technique called "cyclic convolution SOMs" rather than convolution 

structures to process CNNs more quickly. The efficiency of the proposed approaches has been evaluated on four wide 

benchmark datasets: AHDBase for Arabic digits, MNIST for English digits, CMU-PIE for faces, and CIFAR-10 for 

objects. The experiment using these datasets provided the following findings in comparison to other approaches (e.g., 

standard CNN, CSOMs, LSTMs, SVM, SOMs, PCA, and cyclic SOM): the first approach produced results of 97.7%, 

98.2%, 98.51%, and 93.8%; the second approach produced results of 96.57%, 95.4%, 97%, and 89.23%. Our results 

indicate that when applied to a variety of datasets, the proposed methods offer promising outcomes with higher 

accuracy than the existing ones. 

Keywords: Object recognition, Self-organizing maps, Convolutional neural networks, Learning rate, Deep learning, 

Network optimization, Feature extraction.  

 

 

1. Introduction 

Object recognition is a subject that is becoming 

more important in both industry and academia. For a 

robust object recognition task, a number of related 

computer vision tasks are required, including: (1) pre-

processing, (2) features segmentation and extraction, 

and (3) classification. When we refer to the “method 

of feature extraction”, we actually mean the 

“methodology of dimensional reduction” [1]. The 

two primary strategies used for dimensionality 

reduction are feature extraction (FE) and feature 

selection (FS). Since data is created continually at an 

increasing rate, FS is viewed as a key approach 

because it may successfully minimize serious 

dimensionality difficulties, such as removing 

unnecessary data. Additionally, finding the most 

distinct, enlightening, and condensed collection of 

characteristics to improve the efficiency of data 

processing and storage is a concern addressed by FE. 

There are two types of FS algorithms: nonlinear and 

linear [2]. However, the optimum dimensionality 

reduction methods based on feature extraction are 

isometric mapping [3], principal component analysis, 

linear discriminant analysis [1], clustering methods 

[4], and more recently deep learning (DL), in 

particular convolutional neural networks (CNNs) [5, 

6]. CNNs is one of the most significant networks in 

the domain of DL, which is applied successfully in a 

variety of research areas, including, internet of things 
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(IoT) [7], Twitter Sentiment Analysis [8], sign 

language recognition [9], Speech Recognition [10], 

medical imaging [11-13], object detection [14] and 

more. Convolution and fully connected (FC) layers in 

CNNs are the two layers that most significantly affect 

network performance. While the later layer (FC) is 

memory-intensive, the convolutional one is 

computationally expensive, consequently, limits its 

practical implementation. Therefore, speeding up 

these two layers is crucial for executing efficient and 

quick convolution operations to enhance the 

computational speed of CNNs. This paper addressed 

these issues via two approaches for CNN's 

architecture optimization. This paper is organized as 

follows. The problem statement, objectives, and prior 

research on object recognition application is 

highlighted in section 2. Section 3 summarizes the 

background, the basic terminology, and notions that 

will be used throughout this paper. The methodology, 

which includes the two methods we have proposed 

for CNNs architecture optimization, is introduced in 

section 4. The description of the databases used is 

demonstrated in section 5. Some experimental results 

with discussion and analysis of our proposed 

framework compared with the existing one are 

discussed in section 6. Section 7 concludes this paper 

with some directions for future work. 

2. Problem statement, objectives and related 

work  

The main advantage of CNNs is that it 

automatically detects relevant features without any 

human supervision, which has made it extensively 

applied in a range of different fields. However, CNNs 

have millions of parameters, often requires a lot     of 

data for learning, and training CNNs is laborious and 

time-consuming. Before training, the model can be 

configured with different parameters (e.g., weights, 

biases, number of layers, etc.) and a group of 

parameters called hyper-parameters which are 

associated with a convolution layer (e.g., processing 

units (neurons), filter size, activation function, stride, 

zero-padding, learning rate, etc.) [6]. Hyper-

parameters are constants, which need their values to 

be predefined before the models could be constructed. 

According to [15] these hyper-parameters affect the 

overall performance of the network. The stochastic 

gradient descent (SGD) optimization algorithm [16] 

and its variants are the most widely used algorithms 

for the training of CNNs. The goal of any 

optimization issue when training and fine-tuning 

neural networks is to determine the optimum weights 

and biases that will return the lowest cost, also known 

as loss or error, with a higher cost indicating a less 

efficient network. The mean square error (MSE), 

which is determined as follows, is the most used loss 

function (L): 

 

𝑀𝑆𝐸(𝐿) = ∑
1

2
(𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑜𝑢𝑡𝑝𝑢𝑡)2                 (1) 

 

Now, our goal is to identify the weights that 

contributed the most to the loss function (L) and 

discover strategies to modify them such that the loss 

is reduced. To do this, we employ optimization 

techniques such as SGD, where weights (w) are 

iteratively updated using a loss function (L) as 

follows: 

 

𝑊𝑖𝑗𝑡 = 𝑊𝑖𝑗𝑡−1 − ∆𝑊𝑖𝑗𝑡 , ∆𝑊𝑖𝑗𝑡 = 𝜂 ×
𝜕𝐿

𝜕𝑊𝑖𝑗
  (2) 

 

Where, the final weight in the current training 

epoch is denoted by 𝑊𝑖𝑗𝑡   ,while the  weight in the 

preceding (𝑡 −  1)  training epoch is denoted𝑊𝑖𝑗𝑡−1 , 

and 𝜂
 
 represents the learning rate (LR). The amount 

that the weights are updated during training is 

referred to as the "learning rate (LR)". Updating the 

LR is challenging and depends on the dataset. 

Generally, this parameter is found on a trial-and-error 

basis, and scholars sometimes set it to be constant 

(e.g. a value of 0.01 in case of [17]). A little change 

in the learning rate affects convergence and the 

learning speed as well as the overall performance of 

the network. Thus, there is a need for an optimization 

strategy to adapt the learning rate to make the 

learning process faster and more efficient. For 

achieving this goal, this paper used the CNNs 

architectural design and presents an optimization 

technique for object recognition problem referred to 

as "cyclic convolution SOMs". On the other hand, 

convolutional operations are a vital step in feature 

extraction and are among the most computationally 

intensive in CNNs. Several algorithms are designed 

to address this issue [16, 18-21]. For instance, the 

authors of [21] present a novel approach to self-

organizing maps (SOMs) using CNNs. The proposed 

method, called Convolutional SOMs (CSOMs), is 

based on the idea of using convolutional layers to 

learn the topology of the SOMs. The authors stated 

that CSOMs can be used to learn the topology of a 

SOMs in a more efficient and accurate manner than 

traditional SOMs. The high computation times and 

usage of various parameters throughout the learning 

process are drawbacks of this technique.  This paper 

addressed this problem and proposed a new 

improvement using two approaches. The type of 

classifier used at the end of recognition and the 

feature extraction technique used by SOMs make up  
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(a) 

 
(b) 

Figure. 1 (a) ANN structure, and (b) ANN components 

 

the majority of our contribution. The concept behind 

feature extraction is the use of a cyclic learning rate 

(CLR) [22] in the learning phase of SOMs to speed 

up their learning process, which we refer to as a 

"cyclic convolution SOMs", as opposed to the 

convolution structures used in the CNNs architectural 

design. The idea is to use an optimization technique 

for accelerating the learning process and eliminates 

the need to experimentally find the best values and 

schedule for the learning rates by redesigning the 

CNN's architecture using cyclical learning rates 

(CLR) in the training phase of the SOMs that we 

previously developed [23]. Then it uses the KNN 

classifier rather than the conventional MLP used in 

CNNs. Four wide benchmark datasets illustrate the 

efficiency of the proposed techniques in compared 

with other techniques including [21]. 

3. Foundations and basic terminology 

3.1 Neural networks 

One of the most powerful technological 

advancements is the usage of neural networks (NNs), 

which are employed in a number of applications, 

including object recognition. Biological and artificial 

neural networks (ANNs) are the two different types 

of NNs. The fundamental building blocks of an 

ANNs are a collection of linked processing units 

referred to as neurons that collaborate to address 

certain issues as indicated in Fig. 1 (a)-(b) 

respectively.  

Deep learning (DL), is the use of ANNs with 

several hidden layers for learning tasks. Deep belief 

neural networks (DBNs), long short-term memory 

networks (LSTMs), recurrent neural networks 

(RNNs), restricted Boltzmann machines (RBMs), 

and CNNs are the most well-known varieties of DL 

networks [24]. The first term in DL, “deep,” refers to 

the number of layers used in the data transformation. 

The second term, “learning,” describes the kind of 

learning algorithm that is being employed. 

Supervised learning and unsupervised learning are 

the two main paradigms for learning. In supervised 

learning, input data that has been labelled for a 

certain output is used in the training process. 

Unsupervised learning differs from supervised 

learning in that there are no labels in the training set. 

The most popular algorithm in the unsupervised 

learning category is used by SOMs. The object 

recognition application of the unsupervised learning 

technique using SOMs applicable to DL, in particular 

the CNNs architectural design is the main objective 

of this study. 

3.2 Self-organizing maps (SOMs) 

SOMs is one of the most well-known 

unsupervised learning neural networks [25], which is 

effectively applied in different research areas (e.g., 

[26]). Its main goal is to reduce the complexity of a 

high-dimensional, discrete input space to a lower-

dimensional, often two- dimensional, discrete output 

space while maintaining the connections (or 

topology) within the data but not the actual distances. 

Such a low-dimensional representation is called a 

feature map, hence the word “maps” in the name. 

Three common processes, described as follows, are 

involved in the creation of SOMs: competition, 

cooperation and adaptation process. In a competition, 

the output nodes (neurons) in SOMs compete with 

one another to best reflect a certain input sample. The 

effectiveness of representation is assessed by 

comparing an input vector with the weight vector of 

each output node using a discriminant function. The 

winning node, or best matching unit (BMU), is the 

one whose connection weights are most similar to 

those of the input sample. The best-matching unit 

(BMU) on the map is chosen as the winner using a 

variety of different functions. SOMs use the 

Euclidean distance to measure the similarity between 

the inputs and the features maps. The authors of [23] 

employed cyclical learning rates (CLR) in the 

training phase of the SOMs instead of the 

conventional Euclidean distance in order to achieve 

great performance and a higher recognition rate. 

Regarding the cooperation process, a neighbourhood 

of collaborating nodes is spatially located by the 

winning node. These nodes cooperate to learn from 

the same input because they have similar properties. 

In the adaptation process, the winner's and its 

surrounding units' weight vectors on the map are 

modified to favour greater values of their  
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Figure. 2 Self-organizing maps work mechanism 

 

 
Figure. 3 An example of CNNs architecture [24] 

 

discriminant functions. Through this learning process, 

the relevant nodes become more comparable to the 

input sample. As a result, nodes with a strong 

response to a certain set of input data will be more 

likely to respond to input data that is similar in the 

future. The traditional SOMs algorithm is provided as 

follows: consider I as an input vector of one sample. 

For measuring the propinquity, the Euclidian distance 

computed between the input and all the neurons 

weights vectors wu in the map. The neuron which has 

more propinquity from the input, or what's called the 

winner neuron, wc is calculated by the minimum 

distance from the input I and all the neurons in the 

SOMs map. The function which finding the winner 

neuron can be as follows: 

 
‖𝐼 − 𝑤𝑐‖ =  min

𝑢
(‖𝐼 − 𝑤𝑢‖)                      (3) 

 

After deciding the winner, the SOMs neuron's 

weights are updated as follows: 

 

𝑤𝑢(𝑡 + 1) = 𝑤𝑢(𝑡) + ℎ𝑐𝑢(𝑡)[𝐼(𝑡) − 𝑤𝑢(𝑡)]     (4)  

 

Where   

 

ℎ𝑐𝑢(𝑡) = 𝜂(𝑡) × exp [
‖𝑟𝑐−𝑟𝑢‖

2 𝜎2(𝑡)
]                        (5) 

 

is the neighborhood kernel of the winner “c” at time 

t, η(t) expresses the learning rate, and σ2(t) expresses 

a factor used to control the neighborhood kernel. The 

term ||rc-ru|| calculates the distance between the 

winner weights “c” and the other neuron weights “u”. 

After training, the neuron is organized into a feature 

map of two dimensions. As a result of using the 

SOMs, related features from the inputs are transferred 

into neighboring spots in the feature map. Fig. 2 

shows a simplified illustration of the SOMs work on 

face recognition. 

3.3 Convolutional neural networks (CNNs) 

CNN's success is largely due to its in-built 

capacity to automatically extract features from input 

data without operator intervention [14]. With CNN's 

popularity, companies like Google, Microsoft, AT&T, 

NEC, and Facebook have established active research 

groups to investigate new architectures of CNNs that 

use numerous convolutional layers like the AlexNet 

(8 layers) [27], GoogLeNet series (22 layers) [28], 

VGGNets (16 layers) [29], ResNet (152 layers) [30], 

and others for a variety of tasks, including facial 

recognition and image search. A general 

representation of CNNs architecture for image 

classification is generally composed of four layers: 

input, convolution, pooling (sub-sampling) and fully 

connected as demonstrated in Fig. 3 (as presented by 

[24]). 

A convolutional layer is applied by taking an 

image as an input matrix of pixels and then applying 

learnable filters (or kernels) of a fixed size i.e., 

mm  to each mm block of the input matrix. A 

kernel convolves with the images using a specific set 

of weights by multiplying its elements with the 

corresponding elements of the receptive field. 

Receptive fields are the area of the visual field where 

a single neuron is activated in response to a stimulus. 

These multiplications are all summed up and the 

process is repeated for every location in the input 

volume. A group of parameters called hyper-

parameters are associated with a convolution layer: 

filter size, stride and zero-padding [6]. When working 

with a convolution neural network, the following are 

some essential functions: 

 

𝑂 = (
𝑊−𝐾+2∗𝑝

𝑆
) + 1,   𝑃 =

𝐾−1

2
                                  (6) 

 

Where 𝑂 is the (height \ width) of the output layer, 

𝑊 is the (height \ width) of the image size, 𝐾 is the 

(height \ width) of the filter, 𝑃  is the zero padding, 

and 𝑆  is the stride. These are also the functions we 

have for the convolutional layer: 

 

𝑍𝑗 = ∑ 𝑋𝑖𝐾𝑖𝑗 + 𝐵𝑗 ,                                                    (7) 

 

𝐴𝑗 = 𝐹(𝑍𝑗)                                                                     (8) 

 

Where,  𝑍𝑗  represents the output from the 

convolution operation, 𝑋𝑖  denotes the input to the 

convolutional layer, 𝐾𝑖𝑗 is the convolution kernel, 𝐵𝑗 
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is the additive bias, like the intercept added in a linear 

equation, 𝐴𝑗  is the output feature map of the 

convolutional layer, and 𝐹(. )  is an activation 

function. Convolution produces “feature maps,” 

which are collections of several different features. As 

a result, a pooling layer (e.g., Max pooling) is used 

to reduce the dimensionality of each feature map but 

hold the most critical data. The system has been doing 

computations linearly up until the convolutional layer. 

The selection of an appropriate activation function, 

such as sigmoid, the rectified linear unit (ReLU), and 

variants of the ReLU, is used to introduce non-

linearity in the system. For instance, the purpose of 

ReLU is to replace negative activations by 0. Each 

CNNs architecture has a fully connected layer at the 

end. Inside this layer, each neuron is connected to all 

the neurons of the previous layer, the so-called FC 

approach. It is used as the CNNs classifier.      

4. Methodology 

This section presents the CNNs optimization 

methodology, including the two approaches we have 

proposed that make use of the SOMs method. 

4.1 Optimized convolution SOMs 

Four basic operations listed in Table 1 are 

involved in the creation of typical CNNs. The first 

three operations can be repeated several times for 

getting the final feature vector, which is used in the 

fourth operation for getting the final recognition. A 

commonly used type of CNNs, which is similar to the 

multi-layer perceptron (MLP), consists of numerous 

convolution layers preceding sub-sampling (pooling) 

layers, while the ending layers are the fully connected 

(FC) layers. The fourth operation represents the FC 

layer which is located at the end of each CNN 

architecture. It is a type of feed-forward ANN. The 

input of the FC layer comes from the last pooling or 

convolutional layer. This input is in the form of a 

vector, which is created from the feature maps after 

flattening; see Fig. 4 (as presented by [24]). 

 
Table 1. The basic operation in any CNNs 

Operation Equation 

Convolution 

Max pooling 

Relu 

FC Layer 

𝐶𝑙 = 𝐴𝐶𝑙−1 ∗  𝑊𝑙  

𝐴𝐶𝑥𝑦
𝑙 = 𝑚𝑎𝑥𝑖=0,..,𝑠𝐴𝐶(𝑥+𝑖)(𝑦+𝑖)

𝑙−1  

𝑅𝑒𝐿𝑈(𝑧𝑖) = Max(0, 𝑧𝑖) 

𝐶𝑙 = 𝑊𝑙𝐴𝐶𝑙−1 

Where 𝐶𝑙  Convolution  output of layer l, 𝐴𝐶𝑥𝑦
𝑙  The 

output of the max pooling layer, W is a learnable 

parameter, (x,y) refers to the pixel location number, 

and I refer to the number of the output from every 

kernel. 

Figure. 4 An illustration of the FC layer [24] 

 

 
Figure. 5 A simple representation for the structure of the 

optimized convolution SOMs 

 

In the optimized convolution SOMs approach 

proposed in this paper, and based on the regular 

SOMs' algorithm previously discussed, we used 

several small SOM with size 33   referred to as  

“SOM kernels” for getting the final feature vector.  

When we apply one kernel of them, we calculate the 

distance between the kernel neuron and the input 

slices pixel during the convolution process for 

finding the best matching unit or neuron (BMU). A 

small feature map with a size of 33  was produced 

after this operation. Then the average of this feature 

map is passed into the convolution output. The output 

image from the convolution layer for every small 

SOM or kernel is passed to the max-pooling layer and 

the activation function called Relu. For updating the 

weight; we use a regular updating function for the 

SOMs kernels with a fixed learning rate as in Eq. 4. 

The previous operations were repeated after adding 

max-pooling and the Relu layer four times before 

reaching the fully connected layer. In the final fully 

connected layer, we employed the K-nearest 

neighbour (KNN) for classification [31] instead of 

the basic method of the conventional neural network 

in the typical CNNs. An illustrated example for the 

optimized convolution SOMs' structure, with one 

convolution layer, is depicted in Fig. 5. 

4.2 Cyclic convolution SOMs 

Learning rate is a critical hyper-parameter that 

should be carefully considered during the training  
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Table 2. The cyclic learning equations 
   𝜂𝑡 = 𝜂𝑚𝑖𝑛+(𝜂𝑚𝑎𝑥−𝜂Min ) ∗ max (0,1 − 𝑥)                                                                               (11) 

Where x is defined as 

𝑥 = ‖
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛

𝑠𝑡𝑒𝑝 𝑠𝑖𝑧𝑒
− 2 𝑐𝑦𝑐𝑙𝑒 + 1‖                                    

The term “cycle” can be calculated as follows: 

𝑐𝑦𝑐𝑙𝑒 = 𝑓𝑙𝑜𝑜𝑟(1 +
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛

2 𝑠𝑡𝑒𝑝 𝑠𝑖𝑧𝑒
)                                    

Where the decreasing learning rate was  

       𝜂𝑖+1 = 𝜂𝑖 − (
𝜂𝑚𝑎𝑥

𝑛
)                                                         

     Where i is the previous iteration number 

 

 

 

Figure. 6 An illustration of cyclic convolution SOMs 

method 

 
Table 3. The cyclic convolution SOMs algorithm steps 
1. Determine the number of kernels (small SOMs) 

for every Convolution layer and use one by one. 

2. Determine the feature map for the convolved image 

based on the Cyclic SOMs. 

3. In the convolution output, insert the average of the 

kernels’ Feature map for every pixel. 

4. Perform the max-pooling operation.  

5. Perform the Relu operation.  

6. The steps from 2 to 6 are repeated four-times.  

7. All the previous operation steps from 2 to 7 are 

repeated several times to get the best accuracy.  

8. Use the cyclic learning algorithm to update the 

learning rate for updating kernel weights. 

9. Concatenate the last features and pass them for the 

final recognition   using the KNN. 

10. Determine the recognition rate. 

 

  

                      (a)           (b) 

Figure. 7 A sample image of a person under five 

illuminations in two poses 
 

 
Figure. 8 Sample Images for AHDBASE databases 

 

process. The key elements of the cyclic convolution 

SOMs approach are based on the type of learning 

algorithm proposed in our previous work [23]. The 

idea is to find the best matching neuron between the 

input and the feature map during the convolution 

process using mean absolute difference instead of 

traditional Euclidean distance and using cyclical 

learning rates (CLR( in the training phase of the 

SOMs. Instead of setting the learning rate to fixed 

values, the kernel weights cyclically update within 

reasonable boundary values, as illustrated in Table 2. 

As demonstrated in Fig. 6, the proposed cyclic 

convolution SOMs method can perform in four main 

convolution layers and every layer contains some 

operation. It is based on using small kernels also of 

the cyclic SOMs with size 33  moved on the input 

in a convolution way. A pseudo-code for the cyclic 

convolution SOMs is illustrated in Table 3. 

5. Datasets and pre-processing 

This section describes the different datasets and 

training details for the experimental results reported 

in this paper. Four wide benchmark datasets were 

used to compare the performance of our proposed 

technique to existing methods: AHDBase for Arabic 

digits, MNIST for English digits, CMU-PIE for faces, 

and CIFAR-10 for objects.  

5.1 CMU-PIE for faces 

CMU-PIE face database [32] is an available 

database for studying illumination, pose, and 

expression problems in face recognition. There are 68 

individuals in three different facial expressions, 

under 43 different lighting, and for 13 poses. Here, 

the experiment on face images was in two poses and 

five illuminations. Fig. 7 shows samples from this 

database. 

5.2 AHDBASE for Arabic digits 

AHDBase is an Arabic character digits’ database 

[33]. It is composed of digits’ images in BMP format 

from 700 subjects who wrote 70,000 digits; 10,000 

for testing and 60,000 for training. Each subject wrote  
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Figure. 9 Sample images of MNIST dataset 

 

 
Figure. 10 An example of ten photos from each class in 

the CIFAR-10 database that were chosen at random 
 

Table 4. Each dataset's pre-processing in this study 

 

CMU

-PIE 

[32] 

AHDBA

SE [33] 

MNIST 

[34] 

CIFAR-10  

[35,36] 

Pre-

processing 

✓ Resize all images into 38X38 

✓ Convert all images into grey 

✓ Use the Mini-

max function to 

contrast 

stretching [37]. 

✓ Create inverse image 

processing [38]  

✓ For each input image, 

perform histogram 

equalization (see [37]) 

 

 
Table 5. Comparison between the recognition rate given 

in [21] and our proposed approaches, namely, cyclic 

convolution SOM and optimized convolution SOM 

method recognition rate 

Method Recognition 

Rate 

CSOM [21] 87.3% 

Cyclic convolution SOM (Section 4) 

Optimized Convolution SOM (Section 4) 

98.2% 

95.4 % 

 

 

twenty times each digit (from 0 to 9). Fig. 8 shows 

samples of the AHDBASE images.  

5.3 MNIST database 

The MNIST database [34] known as the modified 

national institute of standards and technology 

database, is an expansive database of transcribed 

digits that are generally utilized for training different 

networks and frameworks. The MNIST data set 

consists of 60,000 training and 10,000 test examples, 

each representing 28×28 pixel handwritten digit 

images. Fig. 9 shows the sample images in the 

MNIST dataset. All the digits in this database have 

been centred on fixed-size and size-normalized.  

5.4 CIFAR-10 database 

The well-known computer-vision dataset CIFAR-

10 is employed for object recognition [35, 36]. It has 

60,000 32x32 colour images that are divided into 10 

item classes, each with 6000 images. Both training 

and test images total 50,000 and 10,000 respectively. 

A sample of ten randomly selected images from each 

class in the CIFAR-10 database is shown in Fig. 10. 

5.5 Pre-processing 

The datasets are pre-processed before being used 

in the experiment. Table 4 shows the pre-processing 

created with every dataset. 

6. Comparisons, analysis and results 

descriptions 

This section compares, analysis and describe the 

effectiveness and accuracy of our proposed 

algorithms, which were previously discussed in 

section 4. The most important comparison hold in this 

paper was with the CSOM which proposed in [21] 

and used only the MNIST dataset in their evaluation. 

Actually, our proposed approaches can be seen as an 

enhancement for this approach. In [21] the author 

used an image size of 256 × 256, the kernel size was 

8X8, and the convolution step was equal to 4. In 

contrast, we used the same input images but with a 

size of 38×38, a kernel size of 3×3, and a convolution 

step equal to 1. This is because the size of the input 

image affects the processing time and the recognition 

rate. More details can be seen in the larger image than 

in the smaller one. Yet processing the smaller image 

goes more quickly than processing the bigger one. 

Table 5 show, for instance, how our proposed 

approaches previously mentioned in section 4 and 

those provided in [21] compare in terms of 

recognition rates.  

The comparison between the proposed 

approaches and the other techniques expect the 

CSOM hold on the four datasets previously described. 

The experimental setup of the techniques used for the 

four databases is demonstrated in Tables 6 and 7. 

Table 6 presents the settings of the used deep learning 

techniques, while the other table shows the 

experimental settings of the used traditional 

techniques. Furthermore, the results description for 

each of the databases used in terms of the recognition 

rate is given in Table 8. The following subsections 

will analyze and describe in detail the experimental 

results for every database used. 

The experimental findings for every database 

employed are examined and thoroughly described in 

the next subsections. 
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Table 6. Experimental setup of the used deep learning techniques 

 CMU-PIE AHDBASE  MNIST  CIFAR-10 

Network 

parameter 

configuration 

- The number of training epoch:100. 

- Training in sequential form. 

- The number of kernels in the proposed techniques expresses the SOM or the cyclic SOM. 

- The experiment was on 

the images of 67 

subjects in the train 

and 66 subjects in the 

test by using 10 images 

samples in five 

illuminations and two 

poses for every subject 

in the dataset 

- The experiment was 

on the images of 50 

subjects in the train 

and 55 subjects in the 

test by using 10 

images for every digit 

from 0 to 9 

- The experiment was 

on the full dataset 

58% for the training 

phase and 42% for 

the testing phase 

- The experiment was 

on the full dataset 58% 

fror the training phase 

and 42% for the 

testing phase 

Optimized Cyclic 

convolution SOM  

- The Kernal size is 3X3.  

- There are four 

convolution layers 

with different numbers 

of kernels. 

- Number of kernels for 

every layer 

(35,30,25,20) in order. 

- The Kernal size is 

3X3. 

- There are four 

convolution layers 

with different 

numbers of kernels. 

-  Number of kernels 

for every layer 

(30,25,25.20) in 

order. 

- The Kernal size is 

3X3. 

- There are four 

convolution layers 

with different 

numbers of kernels. 

-  Number of kernels 

for every layer 

(30,55,25.20) in 

order. 

- The Kernal size is 

3X3. 

- There are four 

convolution layers 

with different numbers 

of kernels. 

-  Number of kernels for 

every layer 

(40,35,25.15) in order. 

Optimized 

Convolution SOM 

CNN 

- The Kernal size is 3X3. 

- There are three 

convolution layers 

with different numbers 

of kernels. 

-  Number of kernels for 

every layer (55,30,20) 

in order. 

- The Kernal size is 

3X3. 

- There are three 

convolution layers 

with different 

numbers of kernels. 

-  Number of kernels 

for every layer 

(50,55,.25) in order. 

- The Kernal size is 

3X3. 

- There are three 

convolution layers 

with different 

numbers of kernels. 

-  Number of kernels 

for every layer 

(50,55,25) in order. 

- The Kernal size is 

3X3. 

- There are three 

convolution layers 

with different numbers 

of kernels. 

-  Number of kernels for 

every layer (50,75,20) 

in order. 

LSTMs  

- Create four hidden 

layers with this number 

of states in order 

(60,50,30,20). 

- Create four hidden 

layers with this 

number of states in 

order (50,50,20,10). 

- Create four hidden 

layers with this 

number of states in 

order (50,50,20,10). 

- Create four hidden 

layers with this 

number of states in 

order (60,50,20,15). 

 

 

6.1 CMU-PIE database 

By applying the proposed cyclic convolution 

SOM to the faces database its recognition rate 

reached 98.51% while the results of using the 

optimized convolution SOM was 97.01%. This 

provided that the change in the way of finding the 

best matching neuron and adding the cyclic learning 

rate algorithm improved the general recognition rate 

of the proposed method. To achieve this accuracy 

using the faces database from the proposed cyclic 

convolution SOM, we employed a maximum 

learning rate of 0.95 and a minimum learning rate of 

0.57 with length steps of 4. On another face, when 

applying regular CNN to this dataset it gives a 

97.01 % recognition rate only. The LSTMs 

recognition rate is 91.887%. When applying just the 

cyclic SOM we reached an accuracy equal to 96.42%. 

And when applying the SOM, PCA, SVM, and MLP 

the recognition rate was as followed 89.02%, 59.7%, 

60.10, and 83.54%. Fig. 11 (a) shows the 

performance of the techniques in the face recognition.  

Fig. 12 (b) shows the learning curve performance 

of which shows the loss curve for the training data 

and the val_loss of the validation data. Also, it shows 

the iteration which we have in it as the best model for 

face recognition. From this figure, we can see that we 

have the best model for this data set in only the first 

20 iterations and the validation loss was less than 0.2 

for having a 98.51% recognition rate. 

6.2 AHDBASE database 

In the case of the Arabic digits database, the 

recognition rate of cyclic convolution SOM reached 

97.7% while the optimized convolution SOM 

recognition rate was 96.57%. To achieve this  
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Table 7. Experimental setup of the used traditional techniques 

 CMU-PIE  AHDBASE   MNIST  CIFAR-10 

Network 

parameter 

configuration 

- The number of training epoch:100. 

- Training İn sequential form. 

The experiment was on 

the images of 67 subjects 

in the train and 66 

subjects in the test by 

using 10 images samples 

in five illuminations and 

two poses for every 

subject in the dataset 

The experiment was 

on the images of 50 

subjects in the train 

and 55 subjects in 

the test by using 10 

images for every 

digit from 0 to 9 

The experiment was on 

the images of 50 

subjects in the train 

and 55 subjects in the 

test by using 10 images 

for every digit from 0 

to 9 

The experiment was on 

the images of the ten 

classes of the objects by 

using 600 images form 

every class in train and 

just 100 images form 

every class in test 

SOM  
- Create a map with a size 

of 20X30 neuron 

- The number of training 

images is 670 

- The number of testing 

images is 660 

- Create a map with a 

size of 20 X18 neuron 

- The number of 

training images is 

5000 

- The number of testing 

images is 5500 

- Create a map with a 

size of 20X20 neuron 

- The number of training 

images is 5000 

- The number of testing 

images is 5500 

- Create a map with a size 

of 30X35 neuron 

- The number of training 

images is 6000 

- The number of testing 

images is 1000 
Cyclic SOM  

PCA  - The number of training 

images is 670 

- The number of testing 

images is 660 

- The number of 

training images is 

5000 

- The number of testing 

images is 5500 

- The number of training 

images is 5000 

- The number of testing 

images is 5500 

- The number of training 

images is 6000 

- The number of testing 

images is 1000 SVM  

MLP  

- Create a network with 3 

hidden layers  

- The total number of 

hidden neurons was 67 

- Create a network with 

3 hidden layers  

- The total number of 

hidden neurons was 

20 

- Create a network with 

3 hidden layers  

- The total number of 

hidden neurons was 20 

- Create a network with 3 

hidden layers  

- The total number of 

hidden neurons was 84 

 

 
Table 8. The results description in terms of the recognition rate across four databases 

 CMU-PIE  AHDBASE   MNIST  CIFAR-10 

Cyclic Convolution SOM 98.51% 97.7% 98.2% 93.8% 

Convolution SOM 97.01% 96.57% 95.4% 89.23% 

CNN  96.98% 95.4% 97.8% 92.2% 

LSTMs 91.89% 92.4 % 96.25% 90.24% 

Cyclic SOM  96.42% 80.9% 90.35% 85.77% 

SOM  89.02% 74.8 % 80.4% 73.87% 

PCA  59.7% 60% 76.78% 56.01% 

SVM  60.1% 80% 85.6% 65.34% 

MLP 83.54 % 75% 82 % 80.14% 

 

 

accuracy from the proposed cyclic convolution SOM, 

we employed a maximum learning rate of 1 and a 

minimum learning rate of 0.9 with length steps of 2. 

On another hand, when applying regular CNN to this 

dataset it gives a 95.04% recognition rate. The 

LSTMs recognition rate is 92.4%. When applying 

just the cyclic SOM we reached an accuracy equal to 

80.9%. And when applying the SOM, PCA, SVM, 

and MLP the recognition rate was as followed 

74.80%, 60%, 80, and 75%. Fig.12 (a) shows the 

performance of the in Arabic digits recognation. 

Fig. 12 (b) displays the learning curve 

performance of the cyclic convolution SOM and 

displays the loss of the validation data together with 

the loss curve for the training data. Additionally, it 

demonstrates the iteration that contains the most 

accurate model for recognising Arabic numerals. This 

figure shows that we were able to create the best 

model for this data set in just the first 15 iterations, 

and the validation loss was less than 0.2 for a 

recognition rate of 97.7 %.  

6.3 MNIST database 

The English digits database’s recognition rate 

increased to 98.2 % when the proposed cyclic 

convolution SOM was applied to it, as opposed to 

95.4 % when the optimized convolution SOM was  
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(a) 

 
(b) 

Figure 11: (a) Faces recognition rate and (b) the learning curve of cyclic convolution SOM in face recognition 

 

 
(a) 

 
Figure. 12: (a) Arabic digits’ recognition rate and (b) the learning curve of cyclic convolution SOM in Arabic digits’ 

recognition 
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(a) 

 
(b) 

Figure. 13: (a) English digits recognition rate and (b) The learning curve of cyclic convolution SOM in English digits’ 

recognition 

 

 
(a) 

 
(b) 

Figure. 14: (a) Object recognition rate and (b) the learning curve of cyclic convolution SOM in object recognition 
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used. Using the English digit database from the 

suggested cyclic convolution SOM, we used a 

maximum learning rate of 0.95 and a minimum 

learning rate of 0.57 to obtain this accuracy. When 

using regular CNN on a different face in this dataset, 

it only achieves a 97.8% recognition rate. The 

LSTMs recognition rate is 96.25%. When using only 

the cyclic SOM, we were able to get an accuracy of 

90.35 %. The recognition rate was 80.4 %, 76.78 %, 

85.60 %, and 82 % when the SOM, PCA, SVM, and 

MLP were applied. The effectiveness of the 

techniques in English digits recognations appear in 

Fig. 13 (a). 

Fig. 13 (b) shows the learning curve performance 

of the cyclic convolution SOMs which shows the loss 

curve for the training data and the val_loss of the 

validation data. Also, it shows the iteration which we 

have in it as the best model for English digit 

recognition. From this figure, we can see that we have 

the best model for this data set in the first 20 iterations 

and the validation loss was less than 0.2 for having a 

98.2% recognition rate.  

6.4 CIFAR-10 database 

In the case of the object recognition database, the 

recognition rate of cyclic convolution SOM reached 

93.8% while the optimized convolution SOM 

recognition rate was 89.32%. To achieve this 

accuracy from the proposed cyclic convolution SOM, 

we employed a maximum learning rate of 1 and a 

minimum learning rate of 0.5 with length steps of 4. 

On another hand, when applying regular CNN to this 

dataset it gives a 92.2% recognition rate. When 

applying just the cyclic SOM we reached an accuracy 

equal to 85.77%. The LSTMs recognition rate is 

90.24%. And when applying the SOM, PCA, SVM, 

and MLP the recognition rate was as followed 

73.87%, 56.01%,65 .34%, and 80.14%. Fig. 14 (a) 

shows the performance of the techniques after 

applying them to the object recognition dataset. 

Fig. 14 (b) shows the learning curve performance 

of the cyclic convolution SOMs which shows the loss 

curve for the training data and the val_loss of the 

validation data. Also, it shows the iteration which we 

have in it as the best model for object recognition. 

From this figure, we can see that we have the best 

model for this data set in the first 40 iterations and the 

validation loss was less than 0.3 for having a 93.8% 

recognition rate. 

7. Conclusion and future work 

CNNs have millions of parameters, and both the 

convolutional layer and the fully connected layer are 

computationally expensive and memory-intensive, 

which limits their practical implementation. As 

discussed in [16, 24, 39], this paper addressed issues 

such as hyper-parameter optimization, feature-map 

exploitation, fast convolution, and learning issues. 

Following are some of the challenges encountered 

when training deep CNNs models that are relevant to 

these issues and we have addressed:  

 

1) Hyper-parameter tuning, particularly learning rate 

(LR) is a tedious and intuition driven task, which 

cannot be defined via explicit formulation.  

2) Training a convolutional neural network can be 

computationally expensive and time consuming. 

3) Since deep CNNs rely on supervised learning 

techniques, enough labelled data must be available 

for proper learning. Humans, however, can learn 

from a few examples and make generalizations.  

 

The main contribution of our work is the type of 

classifier located at the end of the CNNs architecture 

(i.e. FC layer) and the feature extraction method used 

by SOM. The concept is to employ SOMs as a key 

component for feature extraction in a convolutional 

layer with a cyclic learning rate instead of conducting 

experiments to find the appropriate learning rate 

values and schedule. For the first two items, a novel 

optimization approach called “cyclic convolution 

SOM” is developed using a cyclic learning rate 

(CLR) in the learning phase of SOMs to speed up 

their learning process as opposed to the convolution 

structures used in the CNNs architectural design. 

Moreover, classification using the KNN classifier in 

place of CNN's conventional MLP is performed. 

Regarding the last issue, unsupervised learning under 

various datasets using SOM was presented as it is the 

best approach for the recognition issue. Four wide 

benchmark datasets illustrate the efficiency of the 

proposed techniques compared with various 

recognition algorithms. The use of several novel 

concepts in CNN's architectural design has 

transformed the focus of study, particularly in 

healthcare, such as in relation to the COVID-19 

pandemic [12]. Our future work will focus on this 

direction using DL algorithms, particularly CNNs.  
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