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Abstract: The process of identifying a criminal is extremely challenging if no eyewitnesses are available or closed-

circuit television (CCTV) footage does not show the criminal's face. With the use of high-definition cameras and soft 

biometrics, forensic science has made great strides in identifying criminals based on their bodily traits. Due to the use 
of one type of soft biometric for identification, many researchers have focused on this area and have failed to achieve 

better matching. Despite the fact that similar soft biometrics share many of the same features, one type of soft biometric 

matching has been insufficient and resulted in inaccurate results. As a result, it becomes difficult to make distinct 

classifications. Therefore, this study proposes the implementation of a suspect identification system that uses mole 

pattern analysis and skin tone matching as soft biometrics. The deep residual pooling network is employed to analyze 

mole patterns, while the histogram equalization method is employed to analyze skin tones. We have also improved the 

performance of the deep seg-net and the histogram equalization technique by incorporating an aggregator operator and 

an adaptive pixel-wise noise cancellation filter. The experimental results show that the proposed method attains higher 

accuracy when the loss rate is gradually decreased. The proposed method attains 89.21% accuracy which is higher 

than the existing approaches and the efficiency of the proposed method is compared with various texture encoders. 

Keywords: Deep residual pooling network, Histogram equalization, Mole identification, Semantic segmentation, Skin 
tone analysis, Soft biometrics. 

 

 

1. Introduction 

Identification of the suspect through valid 
evidence is still challenging for any crime 

investigating agency when there is no eyewitness 

involved in the criminal activity. However, with the 
advancements in science and technology, many 

CCTV cameras with very high-resolution are being 

mounted everywhere to track various illicit activities 
in the surroundings [1]. With the introduction of soft 

biometric technology, it is now possible to identify 

the offender even if one's face is not visible. Soft 

biometrics usually involves matching hair patterns, 
an individual's age, sex, skin texture, mole, etc. [2].  

The application of artificial intelligence with 

better resolution cameras further boosted the soft 
biometric identification process using computer 

vision techniques. They are good enough to capture 

significantly finer details of soft biometrics such as 

vein patterns, skin texture, moles, and androgenic 

hairs. [3] These captured details can be further 
classified using deep learning techniques to match 

them against a set of available soft biometric data for 

the possible identification of any individual who 

might even be a preparator of any incident. [4] Few 
current research works utilized the application of soft 

biometric matching using deep learning techniques 

that focused on matching either hair patterns or moles 
[5, 6]. Hence to gain better accuracy, the system 

demands an identification technique that combines 

the matching of multiple soft biometrics to 
accomplish the identification process [7, 8]. With the 

next level of advancements in deep learning 

techniques, mole detection algorithms have gained 

better prospects in achieving better identification 
accuracy [9, 10]. Hence, to overcome the existing 

system's drawback and to incorporate the matching of 

multiple soft biometrics, we propose a novel criminal 



Received:  March 15, 2023.     Revised: April 21, 2023.                                                                                                   668 

International Journal of Intelligent Engineering and Systems, Vol.16, No.3, 2023           DOI: 10.22266/ijies2023.0630.53 

 

identification system that relies on a mole 
identification technique using a combination of mole 

texture analysis and skin tone matching [11-13].  

The proposed system is designed in such a way 

that it is well-suited to scenarios when the face is 
completely hidden by exposing other bodily parts of 

an individual. This work targets separating moles 

from the skin area to improve detection accuracy to 
analyze the mole's texture using a dedicated deep 

learning encoder network [14, 15]. The scores 

obtained from mole texture analysis and skin tone 
analysis are combined with mapping it against a set 

of mole samples existing in the adopted dataset.  

To design this proposed system, the following are 

the key contributions of this research article. 
 

• Incorporating a pre-processor with standard noise 

filtering techniques to filter out different types of 

noise in the mole image sample. 

• Implement a deep learning-based semantic 
segmentation approach to differentiate and 

isolate mole from the skin area.  

• Design of a deep residual pooling network to 

perform texture analysis. 

• Application of skin histogram equalization 
technique for skin tone analysis. 

 

The rest of this research is organized as follows: 

section 2 discusses the details of a related study and 
its results that motivate the design of the proposed 

system. Section 3 provides a detailed explanation of 

the proposed system, including the materials, 
methods, and formulations used. A comparative 

analysis of the proposed system is presented in 

section 4, along with the results of different 
experimental investigations. In section 5, we present 

the conclusions of our research work portraying our 

accomplishments. 

2. Literature review 

Mole detection on the skin is a common method 

for detecting skin lesions of various lengths. A limited 

amount of research has concentrated on identifying 
skin lesions using mole detection methods. A study 

[16] used fuzzy k-means clustering segmentation 

techniques to identify moles on the skin. The 
segmentation technique generates a score that 

categorizes skin lesions from normal moles. In the 

study, a classification accuracy of more than 90% was 
achieved in the identification of lesions. The work, 

however, revealed limitations concerning 

asymmetrical boundaries in terms of identification. 

The article [17] suggested an approach for a skin 
lesion classification system based on deep learning 

techniques and collective intelligence system (CIS), 
which involves multiple convolutional neural 

networks (CNNs), trained on the HAM10000 dataset, 

which is able to predict seven skin lesions including 

melanoma. Article [18] suggests an approach for 
multi class skin lesion classification and detection by 

teledermatology. In this approach four datasets were 

used for evaluating the segmentation and the 
HAM10000 dataset was used for classification.  

The article [19] presents an approach for 

localization of melanoma and classification. Faster- 
region-based CNN with support vector machine 

classifier is applied for deep feature extraction and 

detection of melanoma. The article [20], presented an 

approach for detecting skin disease and classification. 
This approach helps for detecting melanoma a severe 

skin cancer. Melanoma can occur anywhere on the 

skin. Unusual moles, exposure to sunlight, and health 
history can affect the risk of melanoma. The article 

[21], presents an approach for skin disease diagnosis 

by mask region-based CNN and super resolution 
generative adversarial network. The technical 

challenges in diagnosis of skin problem were 

addressed first. The article [22] suggests an approach 

for detection of facial spots with the help of CNN. 
This method helps to detect the face in various 

lighting condition. This method helps to detects 

several facial spots like freckles, scars, mole, etc.  
A few factors that motivate our proposed system's 

design have been conclusively identified through a 

comprehensive literature review. Currently, very few 

research efforts have focused on the difference 
between moles and lesions. This has opened the 

scope for identifying moles by incorporating some 

techniques that have the potential to extend previous 
research to develop a mole identification and 

classification capability. A substantial amount of 

research has been done on skin tone analysis in 
multiple domains, from identifying individuals to 

analyzing skin lesions. An in-depth literature review 

confirms that the histogram equalization technique 

can be used to extract color features for further 
analysis. Hence, we adopted histogram equalization 

for skin tone patch color analysis. A significant 

problem with our proposed system is the extraction 
of texture information, and we found that a deep 

residual pooling network is the most appropriate one for 

this purpose. To isolate moles from the skin area, the 
research presented in this review recommended the 

use of semantic segmentation via deep seg-net 

architecture. 

3. Proposed system  

Considering the earlier works' drawbacks and  
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Figure 1. A simple architecture shows our proposed 

system for criminal identification workflow 
 

upholding the literature, we propose an architecture 

for our criminal identification system, as shown in 
Fig. 1. As portrayed in Fig. 1, our proposed system is 

divided into five main modules: pre-processing, 

background elimination, mole texture analysis, skin 
tone analysis, and pattern matching. The detailed 

structure of this module will be explained in the 

subsequent sections. 

3.1 Pre-processing stage  

Pre-processing is the first stage of our criminal 

identification system, which includes noise-filtering 

strategies. In this approach, we eliminate all 

background noise from the system while capturing 
the image. The image consists of three types of noise: 

gaussian, salt-and-pepper, and poisson. To 

effectively filter out all of these types of noise, our 
filters must instigate and clean them. This is achieved 

by using a fusion-based filter that eliminates these 

noises [23]. Eqs. (1) and (2) are used for different 

types of noise structures. 
 

𝑃𝑛𝑜𝑖𝑠𝑒 ≈ 𝐼𝑅𝐺𝐵 ⇐ 𝐶𝑎𝑚𝑒𝑟𝑎   (1) 

 

Here, 𝑃𝑛𝑜𝑖𝑠𝑒   is the transformation function that 
transforms the coordinate geometrical image into a 

noise model. 𝐼𝑅𝐺𝐵  indicates the image taken from the 

camera in spatial form. Eq. (2) represents the type of 

filter used for a specific type of noise. 𝜎2 represents 

the global variance from the image. 𝜇  indicates the 

global mean. 𝑃𝑎 and 𝑃𝑏  indicates the extreme 

intensity of the salt and pepper noise pixels. 

 

𝑃𝑛𝑜𝑖𝑠𝑒 =

{
 
 

 
 √

1

2𝜋𝜎2
× 𝑒

−(𝑥−𝜇)2

2𝜎2 , 𝑓𝑜𝑟 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑛𝑜𝑖𝑠𝑒 

𝑃𝑎 , 𝑓𝑜𝑟 𝑛𝑜𝑖𝑠𝑒 = 𝑎
𝑃𝑏 , 𝑓𝑜𝑟 𝑛𝑜𝑖𝑠𝑒 = 𝑏

, 𝑓𝑜𝑟 𝑠𝑎𝑙𝑡 𝑎𝑛𝑑 𝑝𝑒𝑝𝑝𝑒𝑟 𝑛𝑜𝑖𝑠𝑒

𝑔𝑘𝑖𝑒−𝑛𝑜𝑖𝑠𝑒

𝑘!
, 𝑓𝑜𝑟 𝑝𝑜𝑖𝑠𝑠𝑜𝑛 𝑛𝑜𝑖𝑠𝑒 }

 
 

 
 

  

(2) 

 

𝑔𝑘 represents the mean value of the pixels under 
k intensity levels. The total value of k is 256. Since 

our 𝑃𝑛𝑜𝑖𝑠𝑒  function stands for a fused set of noises, 

and we used a sequential set of filters for noise 
filtration. To evaluate the quality of the filtered image 

obtained through the pre-processing stage, we have 

used three standard no-referential quality evaluators 

which are naturalness image quality evaluator 
(NIQE), blind/reference less image spatial quality 

evaluator (BRISQUE), perceptional image quality 

evaluator (PIQE) [24-26].  
 

1) Naturalness image quality evaluator (NIQE) 

The naturalness factor of an image is determined 

by this metric. The network generates score values 
ranging from 1 to 20 for each test image. 

2) Blind/reference less image spatial quality 

evaluator (BRISQUE)  
The quality of an image can also be evaluated by 

its noise level and other distortion parameters using 

this non-referential evaluator.  
3) Perceptional image quality evaluator (PIQE)  

PIQE generates scores between 0 and 100, with 0 

marking highly exceptional and 100 marking the 

poorest performance. 

3.2 Segmentation network  

A deep seg-net is used to eliminate the contextual 

background and maintain the mole's integrity. To 

create such a network, we must collect an enormous 
number of images and manually isolate the 

background, creating a dataset of moles with and 

without backgrounds. The deep seg-net consists of an 

encoder network (EN) and decoder network (DN). 
There is a total of 13 convolutional layers in the EN. 

The encoder layer had a corresponding decoder layer, 
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so the DN also consists of 13 convolutional layers. 
For the final background-separated output, the output 

of the final decoder is given to a multi-class SoftMax 

classifier.  

 
1) Encoder network  

Every encoder performs convolution with a filter 

bank to generate a set of feature maps then these are 
batch normalized. Layers of max-pooling and sub-

sampling may attain additional translation invariance 

for background separation correspondingly there is a 
feature maps spatial resolution loss. 

2) Decoder network 

The suitable decoder in the DN up samples, its 

input feature maps and utilizes the remembered max-
pooling indices from the consistent encoder feature 

maps. The high-dimensional feature illustration at the 

outcome of the final decoder is fed to a soft-max 
classifier. This soft-max classifies every pixel 

independently.  

3) Attention Layer (AL) 
The attention layer is added to the deep seg-net 

for better segmentation. The AL only focuses on the 

important feature in the image, not the entire feature 

map. While adding the attention layer with deep seg-
net we can attain better background removed the 

image as output.  

4) Assessment of segmentation network 
Our proposed segmentation network is evaluated 

by two standard statistical assessment parameters: the 

jaccard index and the dice coefficient [27]. These 

parameters are generally used for comparing two 
different sets, and we used them here to compare the 

similarity between the ground truth image and the 

segmented mole image. 

3.3 Texture analysis  

It is imperative to analyze the texture of the image 

after we have isolated the mole. Texture analysis is a 

complex process used to identify a specific vector 
graph that outliers the entire image. The number of 

texture score identifiers is innumerable, but we need 

our system to isolate the texture so that other similar 

texture forms can be separated from the original. In 
light of this, we constructed a modified deep residual 

pooling network structure to analyze mole textures. 

 

• Deep residual pooling network (DRPN) 
The DRPN can integrate with any CNN 

architecture, which helps to form a learning 

framework (end-to-end). The input given to the 

DRPN is the segmented output. The DRPN consists 
of two components such as; convolutional transfer 

module (CTM) and the aggregation module (AM). 

The aggregation module in the DRPN can generate 
features that have similar dimensions compared to the 

number of feature channels. Then the feature is given 

as classifier’s input. 

 
1) Convolutional transfer module 

The CTM is utilized for learning the feature. The 

CTM had a convolutional layer that consists of 2048 

kernels, the size of each kernel is 1 × 1, 1 stride with 

the activation function (sigmoid). To avoid over-

fitting batch normalization (BN) and dropout are 
applied. In the residual maps for computing the 

spatial sensitive hard assignment outcomes Eq. (3) is 

applied,  

 

𝐴𝐼,𝐽 = 𝑆𝐼,𝐽 − 𝜎(𝐸𝐼,𝐽),𝐴𝐼,𝐽 , 𝑆𝐼,𝐽  𝑎𝑛𝑑𝐸𝐼,𝐽  𝜖ℝ
2048 (3)  

 

where the sigmoid function (SF) is mentioned as 

𝜎 . The SF can attenuate the differences between 

learned and pre-trained features. This made CTM 

learn a novel feature that is appropriate for texture 

recognition.  
2) Aggregation module 

This is the second part of DRPN. The AM is 

utilized for residual aggregation for attaining an 
feature that is order less. The AM contains preceded 

BN and is followed by a rectified linear unit (ReLU) 

layer, that acts as a feature selector. The global 

average (GA) of AM is computed using Eq. (4), 
 

𝐺𝐴 = 𝐴𝑔𝑔(𝑎)  , 𝐺𝐴𝜖ℝ2048   (4) 

 

where 𝐴𝑔𝑔(𝑎) is the ReLU’s composition, ReLU, 

BN and GA pooling respectively. 

3) Residual encoding module 

The final convolutional layer of pre-trained CNN 
is utilized as the dictionary for computing the residual 

[28]. 

3.4 Skin tone analysis  

The previous sections explained how to read mole 
textures and outfit a score value, but there's a 30% 

chance that one mole will match another. Our system 

performs skin tone analysis in a two-fold technique 

which involves skin filtering and histogram analysis. 
The detailed structure is explained in the subsequent 

sections. 

 

• Skin filtering  
A skin filter works as a pre-processor to remove 

small hairs and black marks, or blemishes [29]. A 

pixel dominance method is used to extract blemishes. 
Using pixel summation, we filter the pixel count of 

blemishes based on a histogram plotting the overall  
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Table 1. Dataset division under different mole categories 

Dataset Resolution 
Ratio 

Division 

Set 

Name 
Mole Category 

Training 

Images 

Testing 

Images 

Validation 

Images 

Total 

Images 

HAM10000 

1872×1053 px 

cropped to 800×600 px 

resized to 224×224 

with 72 DPI 

27.04% Set 1 Melanoma 2163 270 271 2704 

48.75% Set 2 Vascular Lesions 3900 487 488 4875 

7.15% Set 3 Nevus 572 72 71 715 

17.06% Set 4 Other Categories 1365 170 171 1706 

 Total Images (Entire Dataset) 8000 999 1001 10000 

 
 

pixel count across all pixels within the skin range. 

The immediate succeeding step is to perform 
smoothening of the image. We perform this step to 

avoid sharp hair and other matter texturing 

interrupting the skin tone analysis.  

• Histogram equalization  
The image is extracted using an RGB camera, 

which has limitations regarding lighting that can 

create varying shades of skin tone. The issue of skin 

tone can be vital when comparing criminals from 
different backgrounds. Furthermore, environmental, 

and physical conditions can also cause sunburn and 

skin darkening. To avoid these issues, we apply 
histogram equalization only across the entire low-

resolution filtered image [30].  

• Score calculation  

At this stage, the filtered skin patch is compared 
with an existing skin patch stored in the criminal 

database. This comprehensive (bit-by-bit) 

comparison of the entire patch is performed by our 

process. To perform individual comparisons, it is 
mainly necessary to compare the same patches of skin 

in the database with the filtered patch. Because the 

photo/image/picture is extracted manually, there will 
be a degree of error that can be approximated by 

invariant rotation scaling. 

• Evaluation of skin tone analyzer  

To evaluate the operational capability of our 

proposed skin tone analyzer module, we have 
incorporated three standard evaluation procedures 

[31] explained below:  

 
1) Peak signal-to-noise ratio (PSNR)  

The evaluator is a statistical component that 

evaluates signal strength of any image under test in 
comparison with a reference image and produces a 

value ranging between 0 to 100 with 100 representing 

the maximum strength and 0 as minimum strength. 

2) Mean squared error (MSE)  
This evaluator basically reveals the amount of 

difference appearing in a test image in comparison to 

the reference image and generates value between 0 to 
100.  

3) Pixel error rate  

The percentage of error is computed for each of 

the pixel in the filtered image and the value ranges 
between 0 to 100 with lowest value considered to be 

the best in terms of error rate.  

3.5 Score level fusion   

In the final stage of our proposed system, the 
texture encoder scores are fused with the scores 

generated in section 3. Our proposed system will 

produce a pattern vector using this fusion score. The 

pattern vector is then compared with a pattern vector 
previously stored in the criminal database. Pattern 

vectors are associative tagged arrays, as shown in Eq. 

(5). 
 

𝑃𝑣 ← [[{′𝑡𝑒𝑥𝑡𝑢𝑟𝑒′},0.83], [{′𝑝𝑎𝑡𝑐ℎ′},0.34]]  (5) 

 

𝐶𝑖𝑑 ← 𝑆𝑒𝑎𝑟𝑐ℎ𝐷𝐵(〈𝑃𝑣〉5%)  (6) 

 

Here, Pv  determines the fused pattern vector 

associated with texture and skin patch scores. Eq. (6) 
uses a function to search the criminal database for 

texture and skin patch scores within a certain range. 

The five percent is prefixed using a heuristic 

approach. Finally, the system outputs a matching 

criminal id Cid which is closely associated with the 

pre-existing pattern. 

4. Results 

A dual-card Tesla P100 1024-core central 

processing unit with 128GB RAM and a maximum 

clock speed of 4.5 TFLOPS is used for the 
experimental setup. During the installation process, 

ubuntu 18.04 long-term support was chosen as the 

operating system This section presents the details of 
all the experiments we performed to check the 

performance of our proposed system. Practical 

investigations are conducted using standard open-

source datasets available to the research community. 
Furthermore, we have evaluated all the standard 

evaluation metrics as discussed in section 3. A 

detailed description of the adopted data set and a 
range of investigations and depth analyses have been  
 



Received:  March 15, 2023.     Revised: April 21, 2023.                                                                                                   672 

International Journal of Intelligent Engineering and Systems, Vol.16, No.3, 2023           DOI: 10.22266/ijies2023.0630.53 

 

Table 2. Image quality assessment of our proposed system with and without pre-processor 
Performance 

Measures 

With Pre-processor Without Pre-processor 

High Low Average High Low Average 

NIQE↓ 16.97 6.8 11.97 19.163 10.17 14.1635 

BRISQUE↑ 16.643 5.734 7.743 13.56 3.563 10.8546 

PIQE↓ 7.2 3.2 5.321 17.5 13.3 15.314 

 
 
Lesion 

Image 

   
Ground 

Truth 

   
Figure. 2 Dataset samples of some lesions and their 

corresponding ground truths 

 

conducted in the following subsections to maintain 
the proposed system's performance. 

4.1 Dataset description  

The set of images from the human against 

machine with 10000 training image datasets 

(HAM10000) [32] has been adopted in our studies. 
These datasets were divided into four sets containing 

images of melanoma (Set 1), vascular lesions (Set 2), 

nevus (Set 3), and other categories (Set 4). To 
improve training accuracy, we also used augmented 

samples to increase the dataset size. A complete 

representation of data samples based on their lesion 

categories can be found in Table 1. This dataset was 
collected over twenty years from Vienna and Austria 

universities. All the images were extracted from 

DermLiteTM FOTO (3GenTM) camera. 
 

• Visual presentation of dataset samples  

A selection of images from different mole 

categories used in our research is presented in this 
subsection. These samples are just a few of the 

hundreds that were randomly selected. Sample 

ground truth images for moles and lesions. As 

discussed in the earlier section of the research article, 
the assessment of the segmentation network of the 

proposed system relies on the lesion image and its 

corresponding ground truth image. 
Hence, for the lesions in the dataset, we generated 

ground truth images using the ImageJ tool by 

selecting all the lesion images manually and masking 
them individually on the utilized HAM10000 lesion 

dataset. Fig. 2 presents a few handpicked samples of 

ground truths corresponding to the lesion images. 

• Evaluation of data pre-processing  

This section of the experiment evaluates the 
effect of pre-processors on the quality of the original 

image samples. Therefore, we have presented a visual 

and parametric analysis. Detailed outcomes are 

presented in the following subsections. 

• Visual analysis of pre-processor influence 
In this section, the quality of selected pre-

processed image samples is compared with that of 

non-pre-processed samples. The visual analysis 

depicted indicates that the image quality of the pre-
processed samples appears better with the enhanced 

visibility of the mole region when compared to the 

original samples. This upholds the major purpose of 
utilizing the pre-processor. 

• Parametric analysis on the influence of pre-

processor  

We evaluated the effects of pre-processing using 

appropriate evaluation parameters. A comparison 
between performance scores for NIQE, PIQE, and 

BRISQUE with and without pre-processing is 

reported in Table 2.  
According to Table 2, lower values indicate better 

quality and less noise in the image. This indicates that 

our pre-processing has indeed had an impact on the 
image's quality. Figs. 3 and 4 depict the plot showing 

the comparison of evaluation scores obtained for each 

of the selected samples. Samples of each image are 

shown on the X-axis, and the evaluation score for a 
no-referential image quality parameter is shown on 

the Y-axis. 

 

• Evaluation of mole segmentation network  
To compare our mole segmentation, we adopted 

standard evaluation metrics. We have utilized the 

jaccard index and dice coefficient as evaluation 
metrics. The results of the jaccard Index and dice 

coefficient are shown in Table 3. Using this technique, 

heatmaps are drawn across all the vital spots to 

highlight areas or pixels where classifications were 
made. The heatmap is created by averaging the 

gradient vectors of all feature points for all selected 

pixels. 

• Analysis of the proposed texture encoder  
Our proposed network has also been compared to 

other state-of-the-art texture encoders to test its 

capability. From Table 3, it is evident that our mole 

segmentation network was able to isolate moles at an 
overall rate of 81%. Graphical plots depicted in Fig. 

5 illustrates that after 217 epochs, the segmentation 

network reaches stability with more than 83%  
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(a) (b) 
Figure. 3 Comparative analysis of (a) NIQE and (b) BRISQUE score for image samples with and without pre-processor 

 

 
Figure. 4 Comparative analysis of PIQE score for image 

samples with and without pre-processor 

 

Table 3. Semantic quality assessment of mole extraction 

technique 

Assessment 

Parameter 

Image Testing and 

Validation Set Average 

Set 1 Set 2 Set 3 Set 4 

No of Images 2704 4875 715 1706 2500 

Jaccard Index↑ 81% 82% 80% 81% 81% 

Dice Coefficient↑ 73% 74% 72% 68% 71.75% 

 

 
accuracy and less than 10% loss. This proves that 250 

training epochs are sufficient to train the network for 

performing segmentation. 
 

• Visual representation of contextually aware 

semantic segmentation using gradient activation 

maps  

(a) 

 
(b) 

Figure. 5 Graphical plots depicting the accuracy and loss 

values of the mole segmentation network 
 

Semantic segmentation via gradient-weighted 

class activation mapping was also used to interpret  
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Table 4. Efficiency comparative analysis of various 

texture encoders score with the proposed system 

Techniques 
Texture Set 

Set1 Set 2 Set 3 Set 4 

FV-SIFT 49.3 48.2 47.1 49.2 

FV-CNN (VGG.) 63.2 64.3 62.3 64.3 

FV-CNN (ResNet) 69.1 70.3 68.4 71.2 

Deep TEN 80.6 80.2 84.3 82.3 

Proposed DRPN 83.5 85.6 85.4 85.4 

 

 
Table 5. Comparative analysis of various skin filtering 

Evaluation 

Metric 

Technique Name 

SFAT 
Weighted 

Image Filtering 

Spatial 

Filtering 

Proposed 

System 

PSNR↑ 37.1 36.2 39.2 36.1 

MSE↓ 63.2 62.2 62.3 58.2 

Pixel Error 

Rate↓ 
53.2 52.3 68.4 50.6 

 

 
Table 6. Accuracy comparison with existing techniques 

Technique Accuracy (%) 

CIS [17] 86.71 

16-layered CNN model and HDCT [18] 88.39 

Proposed 89.21 

 

 

the contextually aware mole separator's capabilities. 
From Table 4, we can infer that our proposed encoder 

does indeed outperform other state of art encoders. 

• Experimental investigation of skin tone analyzer 

In this section, we discuss in detail our system's 
performance in analyzing skin tones. Our proposed 

system has been compared in terms of skin filtering, 

equalization, and overall comparison. We have 
evaluated the capability using three metrics: PSNR, 

MSE, and pixel error rate.  

According to Table 5, our technique outperforms 

other techniques in terms of standard evaluation 
metrics. Table 6 shows the accuracy comparison of 

proposed method with the exiting technique. The 

proposed method is compared with the recent 
approaches such as: CIS and 16-layered CNN model 

and high dimension contrast transform (HDCT). 

These existing approaches uses HAM10000 lesion 
dataset. The HAM10000 lesion dataset helps to 

predict seven skin lesions, the skin lesions have both 

even and uneven lesions. 
The existing approaches attains skin lesion 

classification accuracy as 86.71% and 88.39%. The 

accuracy of proposed method is 89.21% which is 

higher than the existing approaches. 
 

5. Conclusion 

A flexible criminal identification system utilizing 

multiple soft biometrics with mole and skin pattern 

identification has been developed and successfully 
implemented in this research work. Our proposed 

system has achieved all four objectives defined in our 

research effort. A correct matching score was 
determined by analyzing skin tone. This was 

accomplished via a basic histogram equalization 

technique coupled with adaptive pixel noise 

cancellation. Based on the results of this research, the 
following perspectives have been identified as 

limitations: 

 

• If there is no exposure to a body part containing a 
mole, the proposed system cannot be used to 

identify criminals. 

• A body part covered in hair fails to identify mole 

patterns and skin tone. In exceptional cases, such 
as scars and marks caused by temporary skin 

diseases, the system does not apply. 
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