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Abstract: Surface electromyography (sEMG) based silent speech interface (SSI) is an actively investigated topic 

among the broad area of human computer interaction studies which is currently dominated by acoustic sound based 

speech recognition research. This research is an attempt to help people who have an impaired vocal system if they 

are having no issues with their facial muscle functions. The basic idea is to reduce the total number of sEMG 

electrodes that has to be affixed on the face thereby reducing the invasiveness of the silent speech recognition 

module. This is achieved by incorporating a new detrended fluctuation analysis (DFA) based feature along with the 

already existing features associated with electromyographic signals. DFA is used for the first time in literature in the 

area of surface electromyography based silent speech recognition. The main idea is to incorporate the DFA feature 

along with the state-of-the-art features to improve the performance of a sEMG based SSI model so that an efficient 

channel reduced model can be realised. Different channel combinations were tried to analyse the impact of each 

channel in word recognition accuracy and the optimal channel combination was identified. As a result of this 

research work, a reduced channel setup with 5 electrodes was proposed in place of the conventional 7 channel data 

acquisition setup. This was achieved while maintaining an accuracy of 83.88 % and 92.92 % using the decision tree 

(DT) model and K-nearest neighbours (KNN) model respectively. 

Keywords: Surface electromyography, Silent speech interface, Human computer interaction, Detrended fluctuation 

analysis, Channel reduction, Pattern recognition, Decision trees, K-nearest neighbours. 

 

 

1. Introduction 

There are a number of discoveries like fire, 

wheel, sharp tools etc. which had a great impact in 

the advancement of Homo sapiens. While the above 

mentioned inventions are widely acknowledged as 

the foundation stones for human progress, there are 

some discoveries that are underrated or often go 

unnoticed. The form of communication using sound 

and its evolution into different sophisticated 

languages is such an invention. The fascinating story 

of languages has always motivated people to do 

research in many areas such as philology and 

linguistics. In the modern era, the invention of 

computers and the rapid development in technology 

has opened up hopes for researchers to delve into 

the area of Human Computer Interaction (HCI) [1]. 

The information contained in human speech has all 

the desirable characteristics that can be promising 

for an HCI researcher. There are various potential 

directions like gender recognition [2], speech 

detection [3], and emotion recognition [4-6] and so 

on for an HCI researcher to pursue. There are also 

several methods in HCI research and most of them 

pertain to acoustic speech recognition [7], whereas 

this work is focused on recognition of silent speech. 

Hence surface electromyographic (sEMG) signals 

that get activated during muscle movements are 

used in this work. 

The methods developed in this work can 

contribute positively to HCI research in general, but 

the main focus of the work is to aid the patients who 

have an impaired vocal system. There is a surgical 

procedure called laryngectomy [8] in which the 

vocal chords of a person are removed due to some 

medical conditions. There are other medical 
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conditions like dysarthria that cause speech 

impairment and some speech recognition research 

has been done for that [9]. But in this paper we are 

focussing mainly on laryngectomy patients with a 

hope that the methods developed can further be 

modified in the future to suit other speech 

impairment cases. The facial muscle movements of 

laryngectomy patients will be similar as that of a 

healthy person, but it will not produce any audible 

sound due to the lack of vocal chords. The objective 

is to recognise the words uttered by the user which 

can be later used to identify a specific sentence from 

a list of sentences. The paper focuses on reducing 

the number of channels required for sEMG data 

extraction by exploiting the improvement in word 

recognition accuracy obtained using an additional 

time-frequency domain feature along with the 

existing time domain feature vector. The feature that 

is being introduced is based on Detrended 

Fluctuation Analysis (DFA) and it is being 

introduced for the first time in the area of sEMG 

based silent speech recognition (SSR). The objective 

is to find out the importance of each channel in 

successfully recognising the words. This is done by 

evaluating the performance of different channel 

combinations. Two different classification 

techniques are employed to ensure the reliability of 

the speech recognition models devised in this paper. 

The signals that are influenced by stochastic 

characteristics are not easy to analyse. DFA is a 

popular scaling analysis method used in such signals. 

The first implementation of DFA was done by Peng 

et al. to show a crossover phenomenon occurring in 

a physiological non stationary time series [10]. The 

scaling exponent obtained from DFA is a useful 

feature in studies that use electroencephalogram 

(EEG) and electrocardiogram (ECG) signals. EMG 

signals are non linear and hence Phinyomark et al. 

[11] used DFA to classify various upper limb 

movements. The classification accuracy obtained 

was better than other techniques that use non linear 

signals. Non stationary nature is an inherent 

characteristic of EMG signals and hence 

Phinyomark et al. [12] used the scaling exponents 

derived from DFA as the prominent feature for 

identifying upper limb movements. Multi fractal 

DFA was used by Garc´ıa-Espinosa et al. [13] for 

the analysis of EMG signals in order to detect and 

treat tempero mandibular disorder in people. In the 

research domain of uterine electromyography 

(uEMG), DFA was used to estimate generalised 

hurst exponents (GHE) which can be utilised to 

classify signals [14]. In the same domain, DFA was 

also utilised for the forecast of preterm birth [15]. In 

this work, DFA is being applied for maintaining the 

accuracy of silent speech recognition using sEMG 

while applying channel reduction. A reduced 

channel system can offer several advantages like, 

ease of use for the patients, less hardware 

requirement, less computation, and faster response. 

Two computationally less expensive classifiers 

namely K-nearest neighbours (KNN) and decision 

trees (DT) are used in this work. The channel 

reduction technique was first applied to the KNN 

model and the results observed from the model were 

verified using DT model. The main target of this 

paper is to evaluate the influence of DFA feature in 

the improvement of word identification accuracy of 

the SSI model and to investigate the possibility of 

channel reduction without considerable loss of 

accuracy. The major contributions of this paper are 

enumerated below. 

 

(1) The use of DFA feature for improving the 

word recognition accuracy of sEMG based silent 

speech model is done for the first time in literature. 

(2) Word identification models described in 

contemporary research generally use independent 

utterances of words, whereas this research used 

word data extracted from sentences. Thus it is more 

challenging to recognise words as compared to 

independent utterances of words. 

(3) The application of channel reduction in 

order to achieve better ease of use, reduced 

hardware and software complexity, and faster 

performance. 

 

The paper is structured in the following order. 

Section 2 elaborates the background information 

associated with sEMG based SSI, features extracted, 

channel reduction technique, and the classifiers 

employed. Section 3 provides information regarding 

the data set used and the methodology of the re- 

search including detailed descriptions of the feature 

extraction, channel reduction, and classification 

steps. The results gathered from the work are 

presented and discussed in section 4. Then in section 

5 the conclusion of the paper is presented along with 

some ideas for future research in the area. 

2. Background 

2.1 Silent speech recognition (SSR) 

Silent speech recognition (SSR) refers to the 

identification of silently uttered speech that doesn’t 

involve the presence of an acoustic sound. An SSR 

model can be developed using many techniques, 

among which surface electromyography (sEMG) 

based SSR, is used in this work. The muscle 
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activation in our body is capable of producing an 

electric activity, which is detected and recorded for 

further analysis, in this technique [16]. The 

muscular activity is captured using sEMG electrodes 

by positioning them on the skin of the muscles 

under investigation. The signal captured by the 

electrodes are filtered and then normalized before 

the extraction of appropriate features. A machine 

learning algorithm can then use the features to 

identify the pattern of the signals. In sEMG based 

SSR, the electrodes are positioned on relevant places 

of the user’s face, in order to capture the resulting 

signal. 

The initial step in capturing sEMG based signal 

is identifying the facial muscles involved in the 

production of speech. The potential of facial 

muscles is not just limited to acoustic 

communication; rather they are capable of 

performing reflexes to stimulating events and can 

produce various gestures to express emotions. The 

accuracy and reliability of data extraction depends 

on the selection of optimal locations on the face 

where electrodes can be placed. It has to be done 

such that the occurrence of cross talk between the 

electrodes due to overlapping muscles are 

minimised. Another important aspect to be noted 

here is the minimisation of the number of electrodes. 

Less number of electrodes on the face can relieve 

the uneasiness of the subject, and can reduce the 

overall complexity of the speech recognition model. 

Not only the hardware complexity is reduced, but 

also the computational expense is lowered since the 

total data involved is reduced. The topographic 

information of the facial muscles that are linked 

with speech is given in [17]. In literature the use of 

seven channels is widely described to achieve 

satisfactory values of word recognition accuracy. A 

novel method of high density placement of 

electrodes was developed by Zhu et al. recently and 

it improved the reliability of the speech recognition 

system that employs sEMG [18]. In future this can 

aid in the design of custom electrode placement for 

each subject thereby increasing the acceptability of 

the speech recognition model. 

Fig. 1 shows the actual flow of a silent speech 

recognition model. The acquired EMG signals from 

face are pre processed and then appropriate features 

are extracted from the signal. These features are then 

used by the classification algorithm to recognize the 

pattern of each of the words under consideration. 

The performance of the model is evaluated using the 

accuracy obtained during the testing of the model. 

The word recognition accuracy is the deciding factor 

for the investigation of better features so that the 

performance of the model can be further improved.  
 

 
Figure. 1 SSR block diagram 

 

This research work uses the data already acquired 

and readily available with the research team. The 

methods elaborated in this work starts from the data 

pre processing stage to the performance evaluation 

stage. The hyper parameters associated with the 

classifier are optimized and if the performance is 

still poor, then further investigations are done to 

obtain better features. 

2.2 Time domain features 

Research in the area of acoustic speech 

recognition is closely linked with frequency domain 

features. There are many features which have 

demonstrated their superiority when it comes to 

speech recognition based on audible sound. Mel 

frequency cepstral coefficients (MFCC) [19-21] is 

an example of such a feature. However they are seen 

to fail in the case of identifying sEMG based speech. 

The computational expense of frequency domain 

features is also more than that of time domain 

features. This was the motivating factor to 

investigate more about the time domain features that 

are useful in this research area. The various time 

domain features used in this work are given below. 

2.2.1. Normalized sEMG  (𝐱̅)     

If the raw sEMG signal is denoted by E(n), 

 

x(n)  =  
𝐸(𝑛)−min⁡(𝐸)

max(𝐸)−min⁡(𝐸)
      (1) 

 

𝑥̅ = frame-based time domain mean of x(n) 

2.2.2. Nine-point double averaged sEMG (𝐰̅) 

Nine-point double averaged signal w(n) is given 

by, 

 

w(n)  =  
1

9
⁡⁡∑ 𝑣(𝑛 + 𝑘)4

𝑘=−4   (2) 

 

where, 
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v(n)  =  
1

9
⁡⁡∑ 𝑥(𝑛 + 𝑘)4

𝑘=−4   (3) 

 

𝑤̅ = frame-based time domain mean of w(n) 

2.2.3. Rectified nine-point double averaged sEMG (𝐫̅) 

The rectified high frequency component of the 

signal is defined as, 

 

r(n) = x(n) – w(n)   (4) 

 

𝑟̅ = frame-based time domain mean of r(n) 

2.2.4. Power of nine-point double averaged sEMG (Pw) 

The power of the signal w(n) is given by, 

 

Pw    =  
1

9
⁡⁡∑ 𝑤(𝑛)24

𝑘=−4   (5) 

2.2.5. Power of rectified nine-point double averaged 

sEMG (Pr) 

The power of the signal r(n) is given by, 

 

Pr    =  
1

9
⁡⁡∑ 𝑟(𝑛)24

𝑘=−4     (6) 

2.2.6. Zero crossing rate (zx) 

zx  =  frame-based zero crossing rate of x(n) 

2.3 Detrended fluctuation analysis 

DFA is a feature that effectively makes use of 

the characteristics of both time domain and time-

frequency domain. In DFA method, the sEMG 

signal is first integrated to transform it into a 

Random Walk. It is then split into rectangular 

windows of same size, without any overlap. For 

each window, a least square fit is calculated to 

illustrate the semi local trend of that window. The 

last step is to calculate the root mean square (RMS) 

fluctuation of each of the windows to obtain the 

detrended time series. 

The DFA feature can thus be given as:    

 

𝐹(𝑖) = ⁡√
1

𝑁
⁡∑ [𝑦(𝑘) −⁡𝑦𝑖(𝑘)]

2𝑁
𝑘=1          (7) 

 

where i denotes the window number, N denotes 

the total signal length, and y(k) denotes the random 

walk conversion of the EMG signal x(n) and is 

given by: 

 

𝑦(𝑘) = ⁡∑ [𝑥(𝑛) −⁡𝑥(𝑛)̅̅ ̅̅ ̅̅ ]⁡,⁡⁡⁡𝑘 = 1,… ,𝑁⁡𝑘
𝑛=1       (8) 

 

where  𝑥(𝑛)̅̅ ̅̅ ̅̅   is the mean value of x(n). 

2.4 Classification techniques 

This research work is based on the utilisation of 

a new feature vector that consists of DFA in 

association with the state-of-the-art features 

employed in EMG based silent speech recognition. 

The objective is to exploit the improvement in 

accuracy achieved using this feature vector, so that 

an effective channel reduction strategy is facilitated. 

The importance of each channel in word recognition 

accuracy and the optimal channel combination needs 

to be validated using appropriate classification 

methods. In this work, K- nearest neighbors (KNN) 

and decision trees (DT) are the classifiers that are 

employed for this purpose. These two classifiers are 

selected due to their similarity on the grounds of 

computational cost and model complexity. Both of 

them have lower computational cost and model 

complexity when compared with other machine 

learning algorithms and deep learning methods. 

K-nearest neighbors (KNN) is a non parametric 

method of classification in which a sample is 

included in a specific class based on plurality votes 

of the neighbouring samples. During training phase 

of KNN, the algorithm performs a local 

approximation of the classifying function, and all 

the computation is done at the time of testing. If the 

data used is normalized, then it can further enhance 

the performance of KNN. It is also important to note 

that the computational expense associated with 

KNN is very less. Therefore processing a large 

dataset is computationally affordable and 

consistency of the KNN algorithm improves with 

the use of more data. These characteristics favoured 

the use of KNN in this work. Powar et al. [22] and 

Cerci and  Temeltas  ̧ [23] employed KNN for the 

classification of EMG signals produced from the 

motion of the muscles in the hand. Ma et al. used it 

to classify a set of ten Chinese words using surface 

electromyographic signals where the words were 

uttered silently [24]. Chatterjee et al. applied KNN 

for the segregation of EEG signals using multi-

fractal DFA as the feature set [25]. 

Decision trees (DT) [26] use a simple 

mechanism to perform classification and hence the 

computation cost associated with it is less when 

compared to other classification methods. In a tree, 

the algorithm assigns various values as nodes of the 

tree using patterns identified from the data. Addition 

of further nodes and branches are done as per the 

required number of classes. A mathematical index is 

used to decide the most optimal split criterion. 

Decision Trees have some advantages that can be 
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useful in silent speech recognition. In the data 

acquisition process of sEMG signals, there are 

issues of missing samples, non linear values, and the 

existence of more outliers. DT classifier is immune 

to such problems related to sEMG data. Missing 

data values and outliers cannot stop spitting of data 

to build the tree. This happens because the splitting 

is independent of absolute values, instead it occurs 

based on the amount of samples inside the specific 

split ranges. Also, data linearity is not always 

required. In the work done by Povey et al., DT is 

employed with deep learning methods for speech 

recognition [27].  

2.5 Accuracy benchmark from literature 

In 2017, Meltzner et al. [28] performed SSI on 

the data of eight people in which eight sensors were 

employed. The eight people who were part of this 

work had earlier undergone laryngectomy. MFCC 

features were used as a baseline method for feature 

extraction. Thus the dimensionality of the feature 

vector was very high and hence linear discriminant 

analysis (LDA) was applied for dimensionality 

reduction. They used hidden markov models 

(HMM) and Guassian mixture models (GMM) for 

identifying words. Deep learning techniques were 

not used due to the data hungry aspect and the 

subsequent requirement of better data acquisition 

methods. The model used in the work was phoneme 

based and they got an accuracy of 89.7% (word 

error rate of 10.3%). They also obtained 86.4% 

accuracy while using a model that employed only 

four sensors. The work was carried out on a 

vocabulary of 2500 words. In 2018 the accuracy was 

further improved to 91.1% in a reduced vocabulary 

consisting of 2200 words [29].  

The reason for selecting this particular work for 

comparison is given below. 

 

(1) They used only sEMG signals and no other 

devices or modalities were used along with it. 

(2) They reported the best accuracy so far for a 

sEMG based SSI model with a large vocabulary. 

(3) They didn’t use deep learning techniques for 

classification. 

 

All these factors closely matches with the 

aspects of the work presented in this paper. 

3. Methods 

3.1 Data used 

The dataset used in this research work is the 

EMG UKA corpus which is developed and 

maintained by the researchers of the interactive 

systems labs, University of Karlsruhe [30]. The data 

corpus is very much helpful in aiding the research 

activities related to speech analysis and recognition. 

In addition to sEMG data, the corpus also consists of 

acoustic speech of the subjects. The acquisition of 

data was performed in 3 different modes - silent, 

whispered, and audible. This helped the classifier to 

get some information regarding various force levels 

associated with human speech. The corpus contains 

data with a total duration of 7 hours and 40 minutes. 

It is further divided into 63 sessions comprising of a 

total of eight speakers. The silent mode consists of a 

data duration of 1 hour and 46 minutes, and the 

whispered mode consists of a data duration of 1 

hour and 47 minutes. The remaining data is in the 

audible mode. 

The sEMG data acquisition was performed using 

a 7 channel electrode arrangement (including 

reference channel) which was set up by Maier-Hein 

et al. [31]. The muscles chosen for electrode 

placement are given as follows: the platysma, 

zygomaticus major, depressor anguli oris, levator 

anguli oris, anterior belly of the digastric and the 

tongue. Four channels (1, 3, 4, 5) were unipolar, and 

the remaining two channels (2, 6) were bipolar. The 

electrode placement is given in Fig. 2. 

The data available in the corpus is clearly 

marked and well documented. Separate markings for 

both words and phonemes are present. This enables 

researchers to carry out their investigations in both 

directions - word based speech recognition and 

phoneme based speech recognition. This work uses 

word recognition based method for the identification 

of speech. A total of 1100 words were used in this 

work. The words having sufficient number of 

utterances were selected and the choice of pre-

positions, post-positions, articles etc. were 

minimised. The words chosen for the work are 

extracted from the total utterance of each of the 

sentences, with the help of signal markers. The word 

based speech identification discussed in the 

literature uses individual utterances of words and 

therefore errors associated with data extraction will 

be minimum. Obviously performance of the 

classifier becomes better. However in a practical 

sense there is a need for the classifier to address the 

errors associated with data extraction when words 

are taken from sentences and hence such a dataset 

was chosen for this work. 

3.2 Channel reduction 

The sEMG data used in this work consists of 7  
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Figure. 2 Actual electrode locations 

 

channels and the locations of the electrodes on the 

human face are given in Fig. 2. It can be seen that 

the electrodes occupy a considerable portion of the 

face which causes difficulty to the user. Thus 

minimising the number of channels leads to reduced 

hardware complexity. A reduction in the number of 

channels can also provide the advantage of 

decreasing the computational expense of the model. 

The aim is to reduce the number of channels by 

at least two. Hence there would be a total of 5 

electrodes (including the reference electrode) 

remaining. To achieve this, it is important to find out 

the impact of each of these channels on word 

recognition accuracy. So different channel 

combinations have to be tested for the optimal 

selection of the channels. It is also important to 

analyze the impact of the DFA based feature in the 

whole channel reduction process. Hence the 

comparison between the combinations that use the 

DFA feature and the ones that doesn’t use it needs to 

be done. 

3.3 Feature extraction 

The extracted sEMG data cannot be used 

directly by the classifier since raw EMG data is not 

capable of producing necessary patterns that is 

useful for the classifier. Therefore suitable features 

need to be calculated form raw data and the input to 

the classifier would be these features. There are 6 

time domain features and a time-frequency domain 

feature that is being considered in this work. The 

vector in which all the features are stacked together 

can be expressed as follows: 

 

FV7 = [𝑥̅ , 𝑤̅ , 𝑟̅ , Pw , Pr , zx , F]                 (9) 

 

In FV7, the first 6 features constitute state-of-

the-art feature vector which is commonly used in the 

area of sEMG based silent speech identification and 

the last one denotes the DFA feature. The feature 

values for all the 7 channels are stacked in the same 

way. Two combinations of this feature vector (with 

and without DFA) for two channel combinations 

(full channel and reduced channel) each are 

analysed in this work. Therefore there are a total of 

four combinations to be performed for each of the 

two classifiers. 

3.4 Classification 

The extracted features were used to constitute 

four unique combinations of the feature vector as 

mentioned in the above section. For this work, 50 

trials of classification were implemented. 80% of the 

total available data was utilised for training and the 

testing was done on the remaining 20% data. To 

ensure the reliability of the algorithm, the selection 

of data points for each trial was done randomly. 

Both training and testing of the model was 

implemented in frame level. To recognize the 

uttered word, voting was performed on the classified 

frames once testing process was finished. After the 

voting process, the word recognition accuracy was 

calculated for each word in the testing samples. 

Two distinct classifiers used in this work are K-

nearest neighbors (KNN) and decision trees (DT). 

The number of nearest neighbours in a KNN 

algorithm is represented by the ’k’ value of the 

algorithm which was taken as ’3’ for this work. The 

distance measure employed for the algorithm was 

‘euclidean’. Trial and error method was performed 

for the selection of the appropriate distance measure 

and optimal k value. The split criterion used by the 

DT classifier was ‘gini’s diversity index (gdi)’. It 

also used a ‘maximum number of splits’ of ‘80000’. 

Both these were found out using trial and error. 

Exhaustive grid search technique was employed to 

determine the optimal parameters of both classifiers. 

4. Results and discussion 

The work detailed in this paper consists of a 

resourceful vocabulary of 1100 words which was 

helpful in determining the impact of various features 

and channels in enhancing the word identification 

accuracy of a sEMG based model. The data fed to 

the classifier consists of 6 time domain features and 

1 time-frequency domain feature for each of the 7 

sEMG channels. Hence the total number of features 

used in this work counts to 49. For the extraction of 

features, a rectangular window of length 54 ms and 

an overlapping window shift of 1.6 ms were used. 

The accuracy of classification improved with the 

increase in window length and saturated after a 

particular value. Fig. 3 gives an idea about how the 

optimal values for window length and window shift  
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Figure. 3 Optimal window length and window shift 

 

were chosen. The influence of each feature as well 

as each channel was investigated in order to identify 

the most impactful features and channels. The model 

accuracy presented in this paper is the average value 

of 50 separate trials. In each of the trials all of the 

1100 words were used and the training and testing 

data was ensured to be different for each trial. 

The whole work was implemented in MATLAB 

and that includes processing the data, extraction of 

features, and classification. In a computation work it 

is vital to present the system architecture being used 

especially when the computation time is analysed 

for performing a quantitative comparison between 

different combinations. The technical specifications 

of the processor used in this research for feature 

extraction and classification are given below. 

 

Processor : Intel(R) Core(TM) i7-4770 @3.40 GHz 

RAM : 24.00 GB 

System Type : 64-bit Operating System, x64-based 

processor 

4.1 Investigation of the channel combinations 

The search for the best performing channel 

combination started with the investigation of the 

impact of each of the channel in the word 

recognition accuracy. To achieve this, trials were 

performed for different combinations where one 

channel was excluded at a time. The resultant 

accuracy was an indication to the impact of the 

excluded channel on the word recognition accuracy. 

Fig. 4 shows the accuracy of the combinations under 

consideration. It can be seen that the channels 1, 2, 5, 

and 6 had a greater impact on word recognition 

accuracy as compared to other channels. So the 

channel combination 1, 2, 5, 6 was also tested and 

the resultant accuracy can be seen to perform well 

enough as compared to the all channel combination. 

The investigation of different channel 

combinations was first performed on DT based 

model and the results were validated using KNN 

model. Based on the results obtained from different  
 

 
Figure. 4 Accuracy boxplot of channel combinations 

 

 
Figure. 5 Proposed electrode locations after channel 

reduction 

 
Table 1. Comparison of accuracy for DT based model 

Channels 

Taken 
All 1.2.5.6 

Features 

Used 

TDFV-

DFA 

TDFV 

Only 

TDFV-

DFA 

TDFV 

Only 

Accuracy 

(%) 
85.1506 82.0778 83.8841 79.0240 

Standard 

Deviation 

(%) 

0.3801 0.2250 0.2865 0.0847 

Training 

Time (µs) 
1.14 1.09 1.08 1.05 

Testing 

Time (ms) 
29.39 28.71 27.23 26.59 

 

 

channel combinations, the reduced channel locations 

can be visualized in Fig. 5. 

4.2 Impact of DFA in channel reduction of DT 

based model 

The application of DFA as an additional feature 

along with the existing time domain features had a 

crucial impact in improving the model performance 

which is visible in the accuracy plot given in Fig. 6. 

The mean values for all the 50 trials, the standard 

deviation, and computation times are presented in 

Table 1. The results presented here pertain to the DT  
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Figure. 6 Accuracy comparison using DT (TDFV vs 

TDFV-DFA) 

 

 
(a) 

 
(b) 

Figure. 7 Confusion matrices for DT based model: (a) 

Channels 1,2,5,6 (TDFV-DFA) and (b) Channels 1,2,5,6 

(TDFV Only) 

 

based silent speech recognition model. 

The confusion matrices for both the channel 

reduced models - the one that uses only the time 

domain feature vector and the one that uses both 

time domain features and DFA feature - are plotted 

in Fig. 7. 

Two important findings can be comprehended 

from the results. One is the impact of the DFA based 

feature. For both the full channel and the channel 

reduced combination, the presence of DFA has 

contributed significantly in maintaining the accuracy. 

The second important observation is the closely 

matching profile of the TDFV-DFA channel reduced 

combination with that of the TDFV-DFA all channel 

plot. This demonstrates the ability of DFA in 

maintaining accuracy even when a significant 

reduction in data occurs and hence the suitability of 

DFA feature in channel reduction is established. 

4.3 Impact of DFA in channel reduction of KNN 

based model 

The accuracy plot obtained by using KNN based 

model is presented in Fig. 8. The mean values of 

accuracy, standard deviation, and computation times 

are tabulated in Table 2. The confusion matrices for 

the KNN based model are plotted in Fig. 9. 

The results of KNN model also follow the same 

pattern as in the case of the DT based model. Thus 

both the classifiers strongly suggest the ability of the 

DFA based feature in implementing channel 

reduction while maintaining higher word 

recognition accuracy. 

 

 
Figure. 8 Accuracy comparison using KNN (TDFV vs 

TDFV-DFA) 

 
Table 2. Comparison of accuracy for KNN based model 

Channels 

Taken 
All 1.2.5.6 

Features 

Used 

TDFV-

DFA 

TDFV 

Only 

TDFV-

DFA 

TDFV 

Only 

Accuracy 

(%) 
94.3770 92.0953 92.9263 84.5468 

Standard 

Deviation 

(%) 

0.0432 0.0373 0.0511 0.0630 

Training 

Time (µs) 
8.71 8.36 8.42 8.27 

Testing 

Time (ms) 
11.4 11.5 10.7 10.3 

 

 



Received:  February 28, 2023.     Revised: April 6, 2023.                                                                                                436 

International Journal of Intelligent Engineering and Systems, Vol.16, No.3, 2023           DOI: 10.22266/ijies2023.0630.34 

 

 
(a)                                               

 
(b) 

Figure. 9 Confusion matrices for KNN based model (a) 

Channels 1,2,5,6 (TDFV-DFA) and (b) Channels 1,2,5,6 

(TDFV Only) 

 
Table 3. Comparison with accuracy benchmark 

 This Work Meltzner et.al 

No: of words 1100 2500 

Type of data sEMG sEMG 

SSI Technique Word-based Word-phoneme 

Classifier KNN, DT HMM-GMM 

Accuracy 

(Std. Dev.) 

94.4%   (0.04%), 

85.1%   (0.38%) 
89.7%   (5.3%) 

Complexity of 

Model 
Low High 

 

4.4 Comparison with the accuracy benchmark 

The importance of DFA feature in improving 

word recognition accuracy and its ability to aid in 

channel reduction has been presented so far. Both 

classifiers have demonstrated the superiority of this 

time-frequency domain feature in the research area 

of sEMG based SSI that is pioneered by time 

domain features. It can also be noted that the 

accuracy benchmarked in the literature was achieved 

by the KNN based model devised in this work. A 

word recognition accuracy of 94.37% obtained by 

the KNN model is comparable with the benchmark 

of 89.7% (that was later improved to 91.1% on a 

reduced vocabulary) obtained by Meltzner et al. [28, 

29] where deep learning algorithms are used on a 

word-phoneme hybrid method. The work devised in 

this paper could achieve similar accuracy by the use 

of only EMG data and machine learning methods 

that are computationally less expensive. Table 3 

presents a comparison between the SSI model 

developed in the benchmarked study and the one 

discussed in this research work. 

4.5 Discussion on the superiority of DFA 

The success of DFA in the pattern recognition of 

EMG signals can be attributed to the capability of 

the feature to utilise the non stationary behaviour of 

EMG signals. This is also a reason for the reduced 

computational expense of the models presented in 

this paper. As a feature belonging to the time-

frequency domain, DFA has some unique properties 

when compared to other features in the same 

research area. DFA provides more class separability 

in cases of low level muscle activation than other 

conventional features [12]. Low level muscle 

activation is a common characteristic in the case of 

silent speech recognition. Chatterjee et.al [25] 

reported the potential of DFA to categorize EEG 

signals into focal and non-focal classes. This finding 

gave an idea about the possible benefit of employing 

DFA in cases where the occurrence of cross talk 

between different channels is anticipated to be more 

than usual. It is well known that the facial muscular 

activity is highly prone to cross talk occurring from 

adjacent muscles. All these aspects provided the 

theoretical base for the DFA based investigations 

carried out in this research work and the results 

demonstrated the superior performance of the 

feature.   

5. Conclusion and future scope 

The use of DFA feature turned out to be helpful 

in enhancing the word recognition accuracy of 

surface electromyography based silent speech 

recognition. The DT based model achieved an 

accuracy of 85.1% and the accuracy of the KNN 

based model was found to be 94.4%. Thus the 

superior performance of the models paved way for 

the successful implementation of channel reduction 

while limiting the loss of accuracy to less than 2% 
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for both the models. The loss of accuracy was more 

than 3% and 8% for DT and KNN models 

respectively when DFA feature was not incorporated 

along with state-of-the-art features. This 

demonstrates the ability of DFA to perform better 

even when channel reduction is applied. The area of 

HCI research is pioneered by mostly time domain 

features. Some frequency domain features have been 

used in the area of speech recognition using acoustic 

signals, but in the case of silent speech recognition 

even these features also didn’t perform well. As a 

time-frequency domain feature, DFA has created a 

path for researchers to pursue further investigations 

to find such features to be employed in the area of 

silent speech recognition. It can also be noted that 

the DFA feature could maintain satisfactory 

accuracy even in the absence of some channels. 

Thus other time-frequency domain features can be 

checked for their ability to implement channel 

reduction. 

This research can be carried forward to check for 

methods that can be used to enhance the 

performance of the DFA based feature thereby trying 

to further reduce the number of channels. It can also 

be tried to implement systems such as an array of 

electrodes instead of distinct electrodes on the face. 

Thus the processes such as fixing electrodes on the 

face and maintaining the electrodes can be 

simplified. There are also high scopes for carrying 

out investigations on other time-frequency domain 

features to be used in the area of surface 

electromyography based silent speech recognition. It 

can be useful for the whole area of human computer 

interaction research. 
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