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Abstract: Diabetic retinopathy (DR) initially derives  from damage to the eye blood vessels which leads to bleeding 

up-to permanent blindness. The severity of DR is not easily known. Therefore. it is necessary to create a system that 

is able to identify the severity level of DR. In this study, the identification of DR was conducted using hybrid CNN 

and ELM method. Hybrid CNN-ELM is useful for obtaining the most effective model in the classification system and 

computational time. CNN architecture is useful for extracting fundus data in image feature recognition. Several 

modified ELM methods (KELM, MLELM, DELM) were used to classify the severity of DR based on the results of 

CNN feature extraction. The classification system was tested with two datasets, namely DRIVE and Messidor. Based 

on the average value, the best architecture evaluation in extracting fundus data was DenseNet compared to GoogleNet, 

ResNet18, ResNet50, and ResNet101. Based on the computation time, the KELM method was faster than the MLELM 

and DELM methods, with an average time of 43 seconds. The results on the DRIVE dataset produced good evaluation 

values, while Messidor obtained good results on the MLELM method. It showed that the Messidor data was able to be 

separated well linearly. The modified CNN-MLELM method produced more stable values in both datasets with an 

average accuracy of 99.21%, a sensitivity of 99.29%, and a specificity of 99.21%.  

Keywords: Diabetic retinopathy, CNN architecture, Feature learning, Modified ELM. 

 

 

1. Introduction 

Diabetic retinopathy (DR) is a microvascular 

complication caused by prolonged diabetes. DR is a 

disease that causes high rates of blindness worldwide, 

and it mainly occurs in the working-age population at 

the age of  20 to 65 [1]. DR ranks fifth as the disease 

that causes the most blindness worldwide with 

moderate to severe visual impairment. The 

prevalence of blindness due to DR at the standard age 

increased from 14.90% to 18.50% from 1990 to 2020 

[2]. The high prevalence of DR is caused by the 

unconsciousness of DR patients in the early stages, 

resulting in delays in treatment [3]. The stages in DR 

begin with mild non-proliferative diabetic 

retinopathy (NPDR), which can progress to 

proliferative diabetic retinopathy (PDR) [4]. 

Increased glucose levels cause swelling or rupture of 

blood vessels in the retina, which can cause blindness 

[5, 6]. Blindness due to DR can be prevented by early 

identification of the severity of blood vessel damage 

in the retina using the computer aided diagnosis 

(CAD) system. 

Several previous studies have implemented the 

CAD system in identifying the severity level of DR. 

The research on DR [7] made the classification of DR 

by looking at hard exudates, microaneurysms, 
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hemorrhages, and cotton wool spots from the feature 

extraction results. The classification results obtained 

an accuracy of 99.00% using the support vector 

machine (SVM) method. DR research was also 

conducted using the gray-level co-occurrence matrix 

(GLCM)-SVM. Classifier method showed that the 

machine learning made had an accuracy value of 

82.35% for the diagnosis of normal and DR. As for 

the diagnosis of NPDR and PDR, perfect accuracy 

was obtained, that is 100.00%, which means that all 

classes could be classified correctly [8]. As 

technology evolves, the CAD method currently being 

developed is the deep learning method. In several 

studies, deep learning can classify image data well [9]. 

One method in deep learning that is in great demand 

by researchers is the convolutional neural network 

(CNN). CNN is a deep learning method that classifies 

image data based on the features studied. In CNN, 

feature learning and classification are carried out in 

the same architecture [10]. 

The study to identify the severity of diabetic 

retinopathy using CNN was conducted by Ratul Gosh. 

This study tested CNN's performance on 2 (Normal 

and DR) and 5 (Normal, Mild, Moderate, Severe, and 

PDR) DR severity classes. The result was that the 

classification in 2 classes had a higher accuracy rate 

than those in 5, which is 95.00 % and 85.00% [11]. 

CNN has various network models, including 

GoogleNet [12]. GoogleNet is a type of CNN 

network that utilizes the use of inception modules so 

that it can reduce the output features of each block 

and can accelerate the performance of CNN [13].  

Based on the previous research, it can be seen that 

the CNN method has good ability in terms of image 

classification. However, CNN also has weaknesses in 

the time required to conduct learning due to  many 

layers of neurons and hidden layers in the architecture 

[14]. These problems can be overcome by merging 

CNN with other methods that have fast learning 

capabilities. Several studies were conducted on 

hybrid CNN and other classification methods, such as 

combining CNN with bidirectional-long short term 

memory (Bi-LSTM) [7]. Another research that 

combines the CNN learning feature model ResNet50 

with the SVM classification method achieved a good 

and effective classification system with an accuracy 

of 86.76% [15]. Hybrid CNN and extreme learning 

machine (ELM) were carried out by Kannojia et al. 

[16]. The research carried out CNN feature extraction 

and then continued the classification process with the 

ELM method. The results showed a higher accuracy 

value compared to a single CNN. 

The ELM method has undergone several 

developments by adding kernel functions and 

increasing the number of hidden layers. The ELM 

development method that adds kernel functions is 

called the kernel extreme learning machine (KELM) 

method [17]. Meanwhile, multi-layer extreme 

learning machine (MLELM) is the addition of a 

hidden layer to the ELM architecture [18]. The 

MLELM and KELM methods are included in the 

deep learning method known as the deep extreme 

learning machine (DELM) method. Several 

developments in ELM methods aim to improve 

system performance in studying data patterns and 

more efficient computational time.  

Based on the literature studies that have been 

conducted, the contributions of this research are as 

follows: 

 

1. Improve the accuracy of the DR severity 

classification system by combining the learning 

features of CNN and the ELM classification 

method. 

2. It is overcoming the shortage of CNN in the 

problem of long computation (training) time by 

applying the ELM method. 

3. Compare several modified ELM methods of 

classifying DR severity, such as KELM, 

MLELM, and DELM. 

 

Some of the contributions above are carried out 

in several stages, such as pre-processing with 

changing image size and improving image quality 

using contrast limited adaptive histogram 

equalization (CLAHE), augmentation process with 

image rotation techniques, then studying features 

with CNN, and the last stage is DR severity 

classification using the modified ELM methods. 

2. Preliminaries 

2.1 Diabetic retinopathy 

Diabetic retinopathy is one of the complications 

caused by diabetes mellitus [19]. Patients with long-

term diabetes mellitus risk developing microvascular 

complications in the retina [20]. In patients with 

diabetes mellitus, high glucose levels can cause blood 

vessels in the retina to become blocked so that new 

blood vessels appear on the retina [21]. These new 

blood vessels are often deformed, break easily and 

leak [22]. Blood vessels that burst and leak due to 

blockage will release fluid. This fluid will accumulate 

on the retina so that it will result in decreased vision 

ability and can even lead to blindness [23].  

Diabetic retinopathy is divided into several stages 

that indicate the patient's severity [24]. The staging is 

distinguished by microaneurysms, intraretinal 

hemorrhages or venous bleading, and  
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Figure. 1 Fundus image 

 

 
Figure. 2 Feature learning with GoogleNet 

 

neovascularization [25]. A retinal sample with 

diabetic retinopathy can be seen in Fig. 1. 

2.2 Convolutional learning 

CNN is one of the network methods in deep 

learning networks [26]. The CNN method is 

specifically designed to overcome the problem of 

image data classification in MLP, which is 

considered having less ability to provide good results. 

It is due to the spatial information of the image data 

is not stored, and each feature in the image data is 

considered an independent feature. CNN consists of 

2 major processes, namely feature learning and 

classification process.  

Features learning is a CNN architecture that only 

takes the feature extraction process without entering 

the classification process. The feature extraction 

consists of an iterative process of convolution 

calculations, pooling, and the use of activation 

functions. CNN has several convolutional learning 

architectures such as ResNet, DenseNet, and 

GoogleNet [27]. These architectures have different 

learning patterns and layer depths. 

2.2.1. GoogleNet 

GoogleNet is one of the CNN models that won 

the ILSVRC competition in 2014. GoogleNet 

managed to classify 1000 classes of image data with 

an error of 6.70% [28]. Convolutional learning with 

GoogleNet architecture adopts the previous CNN 

network concept, namely inception modules. The 

purpose of inception is to reduce the output features 

in each convolution block [13]. It makes the network 

work in parallel and can produce high accuracy 

values with a more efficient computing system [29]. 

Convolutional learning with GoogleNet architecture 

consists of 9 inception modules [30].  

2.2.2. ResNet 

ResNet is a CNN deep learning model that won 

the image classification competition with 1000 

ILSVRC classes in 2015. The advantage of the 

ResNet architecture is that an image classification 

system with good results can handle the vanishing 

gradient problem, which has been the main problem 

in deep learning. A special feature of the ResNet 

architecture is the residual block system. This 

residual block uses residual calculations studied in 

the previous layer and then added together with the 

results of other features. On CNN, the ResNet model 

has 3 different types of architecture, namely ResNet-

18, ResNet-50, and ResNet-101. The naming of the 

three types of ResNet is based on the depth of the 

network. The deeper the network is, the more layers 

of feature learning are repeated. 

2.2.3. DenseNet 

DenseNet is an extension of the CNN ResNet 

architecture. DenseNet modifies the residual network 

by changing the addition process to concatenation. In 

ResNet, the previous feature map will be summed 

with the residual feature map result 𝑓(𝑥), while in 

DenseNet, the previous feature map will be combined 

or stacked with the next feature map result. DenseNet 

can reduce the number of parameters, strengthen 

feature deployment, and solve the vanishing gradient 

problem. DenseNet has several variants such as 

DenseNet-121, DenseNet-160, DenseNet-201. 

DenseNet variations differ based on the number of  

layer depths in the architecture. 
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Figure. 3 Feature learning with ResNet18 

 

 
Figure. 4 Feature learning with DenseNet 

 

The CNN method is prevalent and produces good 

system performance in image recognition or 

classification, from classifying common objects seen 

in everyday life to classifying high-accuracy medical 

data. Even though the CNN method has many types 

of architectures and developments, some 

conventional architectures are still susceptible to 

several problems, as follows: 

 

1. Overfitting. Most of the CNN or deep learning 

methods are highly dependent on data 

availability. The fewer data or imbalanced 

classes, the more likely overfitting will occur in 

the CNN model [31]. 

2. High model complexity. Some CNN 

architectures require high computational power 

and long training times due to deep and complex 

learning networks [32]. 

3. The CNN method requires high memory. It is 

part of deep learning which requires high 

memory space to store model weights and 

parameters [32]. 

2.3 Modified ELM 

ELM is a system learning method that utilizes a 

single hidden layer feedforward neural network  
 

 
Figure. 5 ELM architecture 

 

(SLFN) in recognizing data patterns. The 

conventional neural network method requires 

iteration and weight update to obtain the optimal 

weight. In contrast, the ELM method obtains the 

optimal weight in one step using the moore-penrose 

generalization method [33]. The moore-penrose 

generalization method optimizes the input weights 

determined randomly in one step, so the ELM method 

is relatively faster than conventional neural network 

methods with good performance and low 

computational costs [34, 35]. The architecture of the 

ELM method is illustrated in Fig 5. 

Where 𝑤 is the input weight, 𝑥 is the input matrix, 

𝑏  is the bias of the hidden layer, and 𝑔(x)  is the 

activation function. Feature mapping with the 

activation function 𝑔(𝑥)  which separates data 

linearly on a simple ELM network structure, has 

weak precision performance, so the ELM method is 

developed to handle non-linear problems through 

high-dimensional mapping [36]. Handling non-linear 

problems with the addition of kernel functions can 

map data into higher dimensions so that non-linear 

data is transformed into linear [37]. The use of the 

kernel function in the ELM method, known as the 

KELM method, is a development of the conventional 

ELM method that has good performance in 

classification and still has the advantage of the ELM 

method in terms of training time. Radial basis 

function (RBF) is a kernel function with one hyper-

parameter (𝛾)  that simplifies model configuration. 

RBF has a good performance in mapping data 

features. The RBF formula can be written in Eq. (1) 

[38]. 

 

𝐾(𝑥,𝑤) =  𝑒−𝛾‖𝑥−𝑤‖
2
                (1) 

 

The difference between the KELM and ELM 

methods is in the use of the mapping function in the 

hidden layer. The simple architecture of the ELM  
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Figure. 6 DELM Architecture 

 

method with one hidden layer and a random weight 

value (𝑤)  causes the ELM method to have poor 

performance stability [39]. The problem of poor 

performance stability in the ELM method can be 

overcome by a developed method, namely the 

MLELM method. MLELM develops the ELM 

method with two or more hidden layers [8]. The 

implementation of the MLELM method with more 

than two hidden layers makes the MLELM method 

more stable than the ELM method.  

Applying the KELM method with the MLELM 

concept forms a deep learning method known as the 

DELM. The ELM method only has one hidden layer, 

while the DELM has two hidden layers in which one 

of them is the KELM process which is the final output 

of the MLELM process [40]. The DELM architecture 

can be seen in Fig. 6. 

The DELM calculation begins by entering the 

data to be used and defined by 𝐗. Then generate the 

weight and bias values randomly using Eq. (2). 

 

𝐇 = g(𝐖T𝐗 + 𝐛)                (2) 

 

Where matrix 𝐖 is the input weight, matrix 𝐗 is 

the input matrix, vector b is the hidden layer's bias, 

and 𝑔(. ) is the activation function. The next process 

is to calculate 𝛃 value which is determined by ni and 

nh value using Eq. (3). 

 

𝛃 =

{
 
 

 
 (𝐇T𝐇+

𝐈𝐧𝐡
𝑐
)
−1

𝐇T𝐗, 𝑖𝑓 ni = nh

𝐇T (𝐇𝐇T +
𝐈𝐧𝐢
𝑐
)
−1

𝐗, 𝑖𝑓 ni ≥ nh

𝐇T(𝐇𝐇T)−1𝐗, 𝑖𝑓 ni < nh

     (3) 

 

The next process is calculation of 𝐗𝐧𝐞𝐰 using Eq. 

(4). 

 

𝐗𝐧𝐞𝐰  =  𝐗𝛃
T                 (4) 

 
Figure. 7 Flowchart 

 

The next step is to calculate the value of the finite 

layer using Eq. (5). 

 

𝐇𝐧 = 𝑔(𝐇𝑛−1(𝛃𝑛−1)
𝑇)           (5) 

 

Repeat the calculation in step 3 until the hidden 

layer (n-1). Calculate the output y using Eq. (6). 

 

𝐲𝐨𝐮𝐭 = [(𝐾(𝐇,𝐇
T))𝑇]−1 ⋅ (

𝐈

𝑐
+𝐇𝐇T)      (6) 

3. Research method 

This study proposed creating a CNN hybrid 

model and a modified ELM method. Making this 

hybrid model aims to improve the performance 

effectiveness of the classification model. The CNN 

method implements convol-based feature learning, 

which can adequately represent image features. The 

application of the ELM method in the classification 

stage helps overcome the shortcomings of the CNN 

method, such as complexity and high memory 

requirements. This study compares two fundus image 

 
Table 1. Data number of each DR class 

Dataset Class DR n Class 
n Class After 

Augmentation 

DRIVE 

Normal 10 3.590 

Mild 14 5.026 

Moderate 16 5.774 

Severe 9 3.231 

Messidor 

Normal 516 185.244 

Mild 153 54.927 

Moderate 247 88.673 

Severe 254 91.186 
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Table 2. Feature extraction in CNN Architecture 

No Feature GoogleNet ResNet18 ResNet50 ResNet101 DenseNet 

1 0.05 1.27 3.14 2.07 -0.00 

2 0.22 1.79 0.05 0.00 0.00 

3 0.00 0.39 0.00 0.06 0.00 

4 0.56 0.24 0.12 0.00 -0.09 

5 0.02 0.15 0.01 0.12 0.00 

6 0.02 0.65 0.00 0.49 0.00 

7 0.00 0.36 0.01 1.58 -0.00 

8 0.00 1.02 0.21 0.13 0.00 

9 0.03 1.38 0.00 0.36 0.00 

10 0.10 0.71 0.13 0.59 0.01 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Feature (n) 0.41 0.07 0.31 0.47 0.89 

Total feature 1024 512 2048 2048 1920 

 

 

 
Figure. 8 CLAHE process 

 

database sources, namely DRIVE and Messidor. The 

number of data in DRIVE is 44 fundus images, while 

the Messidor database has 1200 fundus images. The 

two databases were compared based on the 

evaluation results of the 4 DR severity class 

classification system (Normal, Mild, Moderate, and 

Severe).  

The initial stage of the research is data 

preprocessing which consists of several steps. First, 

each data is resized by the CNN input size dimension 

of 224 ×  224  pixel. Second, image quality is 

improved by applying the CLAHE method. Third, 

data augmentation is carried out by rotation of 1 . 
Fourth, undersampling is a solution to the problem of 

imbalanced data. Based on the flowchart presented in 

Fig. 7, the next step after preprocessing is the process 

of convolutional feature learning using CNN 

architecture. The feature learning process produces 

feature extraction for each fundus image data. The 

feature map will enter the classification process using 

several Modified ELM methods, namely MLELM, 

KELM, and DELM. 

In order to obtain optimal results, several 

experiments are carried out with various batch sizes 

in the training process. After the most optimal model 

is obtained, the next step is to test the model on 

testing data to obtain the results of the classification 

system evaluation. Measuring the performance of the 

evaluation system is conducted using the calculation 

of the accuracy value of Eq. (7), sensitivity Eq. (8), 

and specificity Eq. (9). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃𝑎𝑙𝑙_𝑛

𝑛
× 100%        (7) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
∑

𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝑛
× 100%        (8) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
∑

𝑇𝑁

𝑇𝑁 + 𝐹𝑃

𝑛
× 100%           (9) 

 

Where 𝑛 is the number of classes. A true positive 

(TP) is the number of correct positive prediction of 

DR class. A true negative (TN) is the number of 

correct negative prediction of DR class. A false 

positive (FP) is the number of  incorrect positive 

prediction of DR class. A false negative (FN) is the 

number of incorrect negative prediction of DR class. 

4. Results and analysis 

This study was conducted based on retinal fundus 

image data obtained from the DRIVE database and 

the Messidor database with 4 DR severity classes 

(Normal, Mild, Moderate, and Severe). The initial 

pre-processing stage is cropping, resizing, and 

improving image quality using the CLAHE method. 

The results of CLAHE processing can be seen in Fig. 

8. Quality improvement occurs in each RGB channel 

and then is recombined into RGB format. Image 

enhancement with CLAHE produces sharp images 

and can clearly show blood vessels or other small 

factors in the retina. 

Data from the CLAHE process is then augmented 

with a rotation of 1°. Augmentation aims to deal with 

the problem of the imbalanced data. After 
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Table 3. Results on  Evaluation Value Classsification of DR with CNN-KELM 

Dataset CNN Batchsize Accuracy Sensitivity Specificity Time 

DRIVE 

ResNet-18 

16 100.00 100.00 100.00 37.87 

32 100.00 100.00 100.00 38.91 

64 100.00 100.00 100.00 39.18 

ResNet-50 

16 100.00 100.00 100.00 46.27 

32 100.00 100.00 100.00 44.22 

64 100.00 100.00 100.00 45.34 

ResNet-101 

16 100.00 100.00 100.00 43.90 

32 100.00 100.00 100.00 45.86 

64 100.00 100.00 100.00 47.07 

DenseNet 

16 100.00 100.00 100.00 43.87 

32 100.00 100.00 100.00 45.60 

64 100.00 100.00 100.00 47.28 

GoogleNet 

16 100.00 100.00 100.00 39.28 

32 100.00 100.00 100.00 43.84 

64 100.00 100,00 100.00 40.90 

Messidor 

ResNet-18 

16 94.93 94.96 94.93 36.67 

32 94.93 94.96 94.93 42.28 

64 94.93 94.96 94.93 38.87 

ResNet-50 

16 97.04 97.06 97.04 47.14 

32 97.04 97.06 97.04 42.84 

64 95.51 95.59 95.51 46.38 

ResNet-101 

16 97.31 97.31 97.31 44.32 

32 97.31 97.31 97.31 46.89 

64 84.64 86.49 84.64 41.74 

DenseNet 

16 97.58 97.59 97.58 43.71 

32 97.58 97.59 97.58 43.91 

64 92.89 93.26 92.89 46.07 

GoogleNet 

16 95.08 95.10 95.08 37.76 

32 95.08 95,10 95.08 41.11 

64 93.70 93.79 93.70 41.54 

 

 

augmentation, the number of data in each class is 

equalized according to the minimum number of 

classes that are carried out randomly. The results of 

treating the imbalanced class can be seen in Table 1.  

Based on Table 1, the difference in the data 

number is very significant, so it is necessary to 

conduct undersampling as a solution to handle the 

imbalanced dataset. 3240 data have been randomly 

selected in each class. The data of each class enter the 

feature learning process using several CNN 

architectures, namely GoogleNet, ResNet18, 

ResNet50, ResNet101, and DenseNet. Feature 

learning in each architecture produces different 

feature maps, which can be seen in Table 2. 

A feature map is the result of extraction from each 

image that represents the special features of the image. 

The result of the feature map for each architecture 

becomes the input for the classification process using 

the Modified ELM method, namely KELM, MLELM, 

and DELM. The evaluation calculation is conducted 

using the values of accuracy, sensitivity, and  
 

 
Figure. 9 Results on CNN architecture comparison 

 

specificity. This study also calculates the 

computational time of the classification to measure 

the effectiveness level of the system. 

Fig. 9 compares the mean of the accuracy, 

sensitivity, and specificity values and the length of 

computation time on each CNN architecture. The 

overall result of the most optimal model is the 

DenseNet architecture. The accuracy, sensitivity, and  
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Table 4. Results on evaluation value classsification of DR with CNN-MLELM 
Dataset CNN Batchsize Accuracy Sensitivity Specificity Time 

DRIVE 

ResNet-18 

16 100.00 100.00 100.00 46.85 

32 99.73 99.73 99.73 47.99 

64 99.92 99.92 99.92 49.00 

ResNet-50 

16 99.27 99.27 99.27 976.00 

32 99.73 99.73 99.73 971.00 

64 99.27 99.28 99.27 992.00 

ResNet-101 

16 91.97 93.22 91.97 972.00 

32 100.00 100.00 100.00 979.00 

64 99.69 99.69 99.69 971.00 

DenseNet 

16 99.96 99.96 99.96 199.00 

32 100.00 100.00 100.00 193.00 

64 99.88 99.89 99.88 197.00 

GoogleNet 

16 88.29 89.43 88.29 166.00 

32 99.92 99.92 99.92 159.00 

64 99.92 99.92 99.92 157.00 

Messidor 

ResNet-18 

16 100.00 100.00 100.00 45.41 

32 99.73 99.73 99.73 44.82 

64 99.96 99.96 99.96 44.75 

ResNet-50 

16 100.00 100.00 100.00 974.00 

32 100.00 100.00 100.00 990.77 

64 100.00 100.00 100.00 1,084.00 

ResNet-101 

16 99.73 99.73 99.73 950.90 

32 100.00 100.00 100.00 950.35 

64 99.85 99.85 99.85 949.84 

DenseNet 

16 100.00 100.00 100.00 771.48 

32 100.00 100.00 100.00 878.12 

64 100.00 100.00 100.00 890.37 

GoogleNet 

16 99.81 99.81 99.81 158.45 

32 99.81 99.81 99.81 169.23 

64 99.77 99.77 99.77 167.07 

 

 

 
Figure. 10 Batchsize comparison results 

 

specificity results outperform all other architectures 

on CNN. Meanwhile, in terms of computing time, 

GoogleNet architecture is better, with an average 

time difference of 123.00 seconds compared to 

DenseNet. However, in the overall evaluation results, 

DenseNet produces the best feature extraction. It is 

because DenseNet is a complex architecture so that 

the resulting features are very representative of the 

features of the image dataset. 
 

 
Figure. 11 Modified ELM Comparison Result 

 

Feature extraction on the CNN architecture has tested 

several types of batch sizes, namely 16, 32, and 64. 

The comparison results for each batch size can be 

seen in Fig. 10. In both datasets, DRIVE and 

Messidor produce an optimal batch size value of 32. 

The DRIVE dataset obtains an average accuracy of 

99.94%, while the Messidor dataset achieves an 

average accuracy of 97.70%. 

The results of the DR classification experiment  
 

                                    

                                   

       

 

  

   

   

   

   

   

   

   

   

  

  

  

  

  

  

   

   

                        

             

  
 
  
  
 

 
  
 
  
  
  
 
 

                            

                                  

       

      

       

 

   

   

   

   

   

   

  

    

  

    

  

    

  

    

   

             

  
 
  
  
 

  
  
 
  
 
 
  
 
 

                             

                                                                            



Received:  November 22, 2022.     Revised: February 5, 2023.                                                                                         409 

International Journal of Intelligent Engineering and Systems, Vol.16, No.2, 2023           DOI: 10.22266/ijies2023.0430.32 

 

Table 5. Results on evaluation value classsification of DR with CNN-DELM 
Dataset CNN Batchsize Accuracy Sensitivity Specificity Time 

DRIVE 

ResNet-18 

16 99.27 99.27 99.27 976.00 

32 99.73 99.73 99.73 971.00 

64 99.27 99.28 99.27 992.00 

ResNet-50 

16 100.00 100.00 100.00 450.61 

32 100.00 100.00 100.00 479.03 

64 100.00 100.00 100.00 479.86 

ResNet-

101 

16 100.00 100.00 100.00 504.95 

32 100.00 100.00 100.00 484.40 

64 100.00 100.00 100.00 495.42 

DenseNet 

16 100.00 100.00 100.00 528.74 

32 100.00 100.00 100.00 530.82 

64 100,00 100.00 100.00 510.25 

GoogleNet 

16 100.00 100.00 100.00 383.27 

32 100.00 100.00 100.00 455.74 

64 100.00 100.00 100.00 283.18 

Messidor 

ResNet-18 

16 93.89 93.89 93.88 534.57 

32 93.93 93.93 93.92 626.17 

64 93.55 93.55 93.53 517.18 

ResNet-50 

16 97.89 97.89 97.89 275.94 

32 97.81 97.81 97.81 270.01 

64 97.54 97.54 97.54 272.45 

ResNet-

101 

16 98.16 98.16 98.17 696.57 

32 97.93 97.93 97.93 529.93 

64 98.27 98.27 98.28 562.07 

DenseNet 

16 98.08 98.08 98.1 377.33 

32 97.93 97.93 97.94 467.24 

64 98.16 98.16 98.16 467.71 

GoogleNet 

16 95.81 95.81 95.83 553.66 

32 96.43 96.43 96.45 597.88 

64 95.81 95.81 95.87 571.95 

 

 
Table 6. Results on modified ELM comparison 

M-ELM DATA Accuracy Sensitivity Spesificity Time 

KELM 
DRIVE 100.00 100.00 100.00 43.51 

MESS 95.04 95.22 95.04 42.75 

MLELM 
DRIVE 98.50 98.66 98.50 503.31 

MESS 99.91 99.91 99.91 532.44 

DELM 
DRIVE 99.89 99.89 99.89 568.40 

MESS 96.75 96.75 96.75 488.04 

 

 

using CNN with KELM can be seen in Table 3, that 

using MLELM can be seen in Table 4, and that using 

DELM can be seen in Table 5. Then the calculation 

of of the comparison of several modified ELM 

methods can be seen in Table 6. The results show that 

the KELM method has a faster computation time than 

other modified ELM methods. The average 

computation time is 43.13 seconds. The speed of 

computation time in KELM is much different 

compared to other modified ELM methods. MLELM 

and DELM have an average computation time of 

around 500.00 seconds. It shows that KELM is very 

effective and light in computing. Based on the 

average evaluation scores, the MLELM method 

produces the best scores outperforming KELM and 

DELM. The comparison of these results can be seen 

in Fig. 11. 

In this study, the selection of the most appropriate 

modified ELM method was seen from the results of 

each dataset. There are several interesting things 

about this experiment. The results of the KELM and  
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Table 7. Other research classification DR in Messidor dataset 

Author Dataset Num Class Methodology Accuracy 

Srinivasan, et al, 2022 [41] 

Kaggle-

APTOS and 

IDRiD 

5 class (Normal, Mild, 

Moderate, and Severe, 

PDR) 

MSA-ResNetGB model 94.40% 

Pundikal, Manohar, and 

Mallikarjun Sayabanna 

Holi, 2021 [42] 

e-ophtha 
3 class (Mild, Moderate, 

and Severe) 
GWO-MKNN 99.10% 

Putra, et al, 2020 [15] 

Messidor 

base 12, base 

13, and base 

21 

3 class (Mild, Moderate, 

and Severe) 

ResNet50+Relief Feature 

Reduction+SVM-NB 
89.12% 

Gayathri, et al, 2020 [44] Messidor 
4 class (Normal, Mild, 

Moderate, and Severe) 
Proposed CNN+J48 99.75% 

Proposed Method Messidor 
4 class (Normal, Mild, 

Moderate, and Severe) 
CNN+MLELM 99.91% 

 

 

 
Figure. 12 Results of dataset comparison 

 

DELM methods on the DRIVE dataset achieve a high 

average evaluation value, but the evaluation values 

on the Messidor dataset has decreased. The number 

of data on DRIVE is 49 (before augmentation), and 

Messidor has a total dataset of 1.170 (before 

augmentation). The difference in the data number 

makes the model have more ability to recognize data 

with a small amount. It shows that the variation of the 

data greatly affects the performance of the 

classification system.  

In the MLELM method, the Messidor dataset 

produces better evaluation values than DRIVE, with 

a difference of only 1.00%. The MLELM method is 

different from KLEM and DELM, which utilizes 

kernel functions on hidden nodes. MLELM uses 

activation functions and stabilizes ELM performance 

by adding several hidden layers. This case shows that 

the Messidor data can be separated linearly without 

the need for a kernel function as in the KELM and 

DELM methods. In this study, the type of kernel used 

in KELM and DELM is polynomial. 

Based on Fig. 11, the results of the MLELM 

method outperform KLEM and DELM, with the 

average accuracy value in both datasets of 99.21%, 

the sensitivity value of 99.29%, and the specificity 

value of 99,21%. In contrast, the computation time of 

the DR classification process is 517.88 seconds. The 

time is much longer than that of the KLEM method, 

but the time of MLELM method is faster than that of 

the DELM method. Therefore, the MLELM method 

is the most appropriate modified ELM to classify the 

DR level from the CNN feature extraction results. 

In this study, the results of the DR classification 

were compared with two datasets: DRIVE and 

Messidor. Both data contain fundus image data 

showing four levels of DR severity (Normal, Mild, 

Moderate, and Severe). The overall results of the 

trials are shown in Tables 4 and 5 for the DRIVE and 

Messidor datasets. The results of the average 

evaluation scores and computational time are shown 

in Fig. 12. The graph shows that DRIVE achieves a 

good evaluation average with an accuracy of 99.46%, 

a sensitivity of 99.52%, and a specificity of 99.46%. 

Although the DRIVE dataset produces better results 

than the Messidor dataset, the results of the Messidor 

classification are considered good at determining the 

severity of DR. The difference in computing time 

required is only 6 seconds that  Messidor dataset is 

faster than DRIVE dataset.  

5. Discussion 

Previous research has done hybrid CNN with 

classification methods based on machine learning 

and neural networks. Previous studies by Srinivisan 

[41] and Pundikal [42] its identify DR by fundus 

image segmentation and its obtain accuracy 94.40% 

and 99.10%. Previous study conducted Putra, et al. 

[15] that combine the CNN architecture with the 

SVM classification method. The data used is DR 

Messidor disease on certain bases (bases 12, 13, and 

21). Furthermore, Gayathri, et al [43] carried out the 

same classification, namely DR disease using all 

Messidor data and increasing the number of classes 

to 4 classes (Normal, Mild, Moderate, and Severe). 

The method used is a hybrid between feature learning 
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CNN and the J48 classification method. This study 

proposes a hybrid CNN and MLELM method in the 

case of DR disease classification. The resulting 

accuracy value is better than previous studies, which 

is 99.91% on Messidor 4 class data. Based on trials 

conducted hybrid CNN and MLELM are very 

suitable in the problem of classification of DR disease. 

DR is a dangerous eye disease. Various 

symptoms and signs can be identified on fundus 

images. In future studies, it is recommended to be 

able to measure and detect these signs such as 

microaneurysms, intraretinal or venous bleeding, 

blood vessel rupture, and neovascularization with the 

object detection method. Measurement and 

identification of various DR disease factors can use 

segmentation techniques or object detection.  

6. Conclusion 

In this study, the classification was carried out on 

four levels of DR severity (Normal, Mild, Moderate, 

and Severe). The data used were DRIVE and 

Messidor datasets which were extracted using several 

CNN architectures. Each architecture produced 

different map feature extraction values. Several 

experiments of the modified ELM method were 

carried out to determine the optimal classification 

system. The evaluation results were calculated using 

the accuracy, sensitivity, specificity, and 

computation time values. 

Based on the average evaluation values, the best 

architecture in extracting fundus image features was 

DenseNet. The highest accuracy value was 99.00% 

with a relatively low computation time of 349 

seconds compared to ResNet50 and ResNet101. The 

result of the DenseNet feature map was 1920 features 

from each image data. 

The MLELM method is a modified ELM method 

that is good at classifying the severity of DR. This can 

be seen from the stability of the average evaluation 

value of the two datasets with an accuracy of 99.21%, 

a sensitivity of 99.29%, and a specificity of 99.21%. 

Based on the difference in datasets, DRIVE produced 

a good evaluation score compared to Messidor. It 

shows that the level of data variation affects the level 

of complexity and the results of the classification 

system. 
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