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Abstract: The retina is the visible component of the nervous system that links directly to the brain; hence, analyzing 

and extracting features of the retinal fundus image is essential in ophthalmology. Unfortunately, most retinal fundus 

images suffer from degradation or distortions, resulting from different imaging qualities during capture and infection 

by a disease of the eye, such as Glaucoma, Retinoblastoma, Diabetic Retinopathy (DR), Myopia, and Macular Edema. 

As a result, these changes make it difficult to identify regions of the retina that assist in diagnosing the disease. For 

instance, many retina diseases diagnosis is impossible to detect without detecting the optic disc (OD) correctly. All 

these issues motivate us to suggest an algorithm for the localization of the OD that is important for assisting in 

diagnosing some eye diseases. The proposed algorithm includes several stages. Firstly, we focus on gathering 

seventeen datasets that make the suggested algorithm more popular, where a group of images belongs to four datasets 

used in training and the rest in testing. Secondly, the quality of the image improves in three steps, crops the Field of 

View (FOV), which carries essential information in the retinal image, removing pixels at the top and bottom of the 

FOV because they represent redundant information, and we suggested a new method for enhancing the illumination 

and contrast of the retinal fundus image. Thirdly, we proposed using a You only look once (YOLO) for the localization 

of OD. The method locates the OD exactly (drawing box around the OD and each side of the box touches the OD), not 

the region around it as in the previous methods. The current method works excellently with all the challenges that may 

face in the detection and localization of the OD. The proposed model tested with about 6000 different images from 

various datasets and challenges The accuracy obtained was 100% with an average time of 0.19 seconds. These results 

were very good compared with previous works in terms of accuracy, average time, and the number of tested images. 

Keywords: Fovea, Medical image processing, Object detection, Optic disc, Optic nerve head, YOLO. 

 

 

1. Introduction 

In recent years the pathologies are proven to 

relate to retinal features. This leads many researchers 

to focus on the importance of auto-retinal image 

analysis. One important feature that has significant 

information on the diagnosis of many diseases such 

as Diabetes, Glaucoma, Hypertension, and others is 

the optic disc (OD) or the optic nerve head (ONH) [1]. 

In ophthalmology, the most common way to 

examine the human eye is to take an eye-fundus 

photograph and analyze it. During this eye 

examination, a medical expert acquires a photo of the 

eye background through the pupil with a fundus 

camera. Note that the analysis of these images is 

commonly done by visual inspection. However, this 

process can require hours in front of a computer 

screen, in particular in the case of medical screening. 

Apart from that, the percentage of diagnosis errors is 

high due to the difficulty in determining all changes 

in the eye, specifically in the early diagnosis [2]. 

Furthermore, it is very hard to exploit efficiently the 

enormous amount of retinal data that contains a huge 

amount of clinical knowledge obtained from fundus 

images [3]. An example of a fundus image and the 

main important structures are shown in Fig. 1. 

OD is the origin of the optic nerves and the entry 

and leave (point) of the main blood vessels that  
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Figure. 1 The important structures in the fundus image 

 

supply the retina. Usually, the OD looks like a bright 

region with orange or yellowish colors and has a 

circular or oval shape. The size of the OD is about 

one-sixth of the retina diameter of the retinal image 

(changes depending on the camera view) [4]. 

Many benefits can be achieved from OD. Some 

of them are: (1) Since the OD considers the entry 

point of blood vessels, it can be used as the starting 

point to track vessels. (2) OD features can 

significantly prevent some blinding eye diseases 

(such as Glaucoma and Cataracts). (3) Measuring the 

cup-to-disc ratio is important in evaluating Glaucoma. 

(4) It is used in image processing as a landmark to 

detect important regions, such as the macular region 

and fovea, in addition to retina abnormalities. (5) It 

can be used to detect lesions (due to equalization of 

luminance) like hemangioma and hemorrhage [5]. 

The scarcity of the fundus images dataset that can 

be used for automatic detection and segmentation of 

the OD features and for diagnosing retinal diseases 

has been a bottleneck for the successful application 

of computer-aided. Furthermore, the few datasets 

available for researchers suffered from the artifacts 

presented by cameras (such as noise, blur, contrast, 

and illumination), which are regarded as challenging 

[6].  

However, most retinal fundus images suffer from 

degradation and distortions for two reasons, external 

which are associated with the environment such as 

the lighting variation, and camera efficiency, and 

internal reasons due to retina diseases, such as blood 

bleeding, the emergence of spots or lesions, swelling 

and erosion of some blood vessels, expansion of the 

parts of the optic nerve, etc. 

The main purpose of this paper is to propose a 

method that can localize the optic disc in any retinal 

fundus image. The advantage of this proposal over 

the previous works is the ability to successfully 

localize the optic disc, regardless of how distorted the 

image is or whether the eye is healthy or injured, 

faster than the currents methods, not limited to a 

specific dataset, and bounded Precise the OD, not the 

region contained the OD as previous works. 

The rest of the paper is organized as follows: 

section two focuses on the related works, while 

section three introduces a quick review of the YOLO. 

The proposed algorithm is presented in section four 

and the results of this algorithm introduce in section 

five. Finally, section six concludes the methodology 

and results. 

2. Related works  

The problem of disc localization has become 

inevitable and important since a correct disc location 

is crucial for identifying eye diseases. For this reason, 

in recent years, many and varied methods have been 

developed for this purpose. Some of them are present 

in this section. 

Luangruangrong and Chinnasarn (2019) [7] 

proposed new hybrid algorithms for automatic disc 

localization. A modified smoothed gradient edge 

generation and a Hough transform are combined for 

this purpose. A voting method is used for combined 

all candidate results to locate the final location. This 

proposal concerns some challenges such as 

unbalanced shade in an image, image low contrast, 

unclear OD boundaries, and various bright lesions are 

found. the accuracy of this method was determined 

with seven various datasets and it was ranging 

between (91-100%).  

Athab and Selman (2020) [8] suggested a method 

relying on the value of high density and affinity for 

blood vessels. The preprocessing step resized, 

normalized, and enhanced the contrast of the Green 

channel. OD regions are determined by using 

threshold and morphology operations. Then, it 

segmented the blood vessels for the initial OD 

regions using Gaussian and canny filters. Finally, it 

determined the OD by choosing the region with the 

maximum variance. The method achieved an average 

accuracy rate of 98.87% with an average speed of 0.5 

seconds for six datasets. Other than that, it failed in 

low-contrast images. 

Liang et al. (2020) [5] presented a method using 

visual attention. Firstly, it extracted fundamental 

visual characteristics from the image and generated 

a saliency map using region covariance. Secondly, it 

added a boundary bias based on the spatial 

characteristics of the OD and identified the OD 

using a saliency map that has been refined using 

morphological techniques. The method tested two 

datasets with an average accuracy rate of 99.79% 
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and an average speed of 4.75 seconds. However, the 

method was somewhat slow and failed in images 

with enlarged deformation of the lesion OD. 

Khaing et al. (2022) [4] suggested a method for 

localizing OD based on blood vessels. It extracted the 

two main blood vessels by threshold and then found 

candidates for OD either by the Exclusion Method 

(EM) if vessels fit a parabola or the line detection 

method (LEM). Finally, the decision tree based on 

features determined the OD. The EM merges adjacent 

regions to form the horizontal regions of interest 

(HROI). The LEM extracted blood vessels using the 

line Hough transform and determined multiple OD 

candidates by a window that finds the highest average 

intensity value. Note that the method achieved an 

average accuracy rate of 94.673% with an average 

speed of 5 seconds for three available standard 

datasets. However, the method was slow and failed to 

localize the OD in blurred images. 

3. You only look once (YOLO) model: a 

quick overview 

You only look once (YOLO) is a state-of-the-art 

family dealing with object detection, originated by 

Joseph Redmon in 2016. It handles object detection 

as a classification and regression problem. YOLO 

one-stage object detection relied on deep learning [9]. 

YOLO model separates the input image into 

square blocks (S × S) as a grid of cells, each cell grid 

accountable for detecting the object presented. Note 

that each cell grid predicts bounding boxes (Bb) with 

an objectness score for each Bb and one set of 

conditional class probabilities (Cp). The objectness 

score is an indicator that shows the model's 

confidence that the box contains an object. Other than 

that, the YOLO algorithm also finds the class-specific 

confidence scores (Conf) for each box using Cp and 

the objectness score. Conf represents a class 

probability of appearing in the box and measures how 

closely the predicted box fits the object. For example, 

each Bb has five predicted attributes: the center of the 

Bb (x, y), width, height, and confidence score (Conf.) 

[9].   

The architecture of YOLOv5s has three main 

components: Backbone, Neck, and Head. The 

architecture is shown in Fig. 2 [10,11]. 

● Backbone is utilized for extraction features a map 

of the image; it includes the focus layer, cross stage 

partial Darknet53 network (CSPDarknet53), and 

spatial pyramid pooling (SPP) layer. 

● Neck is utilized for features aggregation by 

combining and mixing image features. It included the 

path aggregation network (PANet) and features 

pyramid network (FPN). 

 
Figure. 2 YOLOv5s Architecture 

 

● Head is utilized for the prediction of the boxes and 

classes. It depends on the anchor-based YOLO 

algorithm. 

4. Proposed method  

This paper aims to accurately create an effective 

model that can locate the optic nerve head (ONH) or 

optic disc (OD) in the retinal fundus images. The 

proposed method is based on the YOLOv5s model. 

Fig. 3 shows the block diagram of the proposed 

method. The proposed method consists of five main 

stages as follows: 
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Figure. 3 Block diagram of the proposed method 

 
Table 1. Datasets were collected for localizing the optic 

disc 

Datasets  

Name 
Ref.   

Total no. 

of 

images 

No. of images used for 

Training Validation Testing 

G1020 [6] 1020 612 306 102 

STARE  [12] 329 198 98 33 

MESSIDOR-2  [13] 1748 1045 524 179 

ARIA  [14] 143 86 42 15 

HRF [2] 45 - - 45 

ORIGA [3] 650 - - 650 

DRIVE [15] 40 - - 40 

CHASE_DB1 [16] 28 - - 28 

MESSIDOR-1 [17] 1200 - - 1200 

DIARETDB0 [18] 130 - - 130 

DIARETDB1 [19] 89 - - 89 

ROC [20] 100   100 

DRIONS [21] 110 - - 110 

RIGA [22] 750 - - 750 

DRISHTI-GS1 [23] 101 - - 101 

REFUGE-1 [24] 1200 - - 1200 

REFUGE-2 [25] 1600 - - 1600 

Total  9283 1941 970 6372 

4.1 Gathering data   

Generally, an object detection model needs a lot 

of images for training. Therefore, the authors gather 

seventeen well-known datasets, some of them were 

used for training while the others were used for 

testing as shown in Table 1. 

4.2 Preprocessing image  

Preprocessing is a common step in most 

computer vision applications and image processing. 

The preprocessing step in the current paper includes 

de-noise, de-blur, and de-haze. Hence, preprocessing 

the image is done by implementing two processes: 

 

 
Figure. 4 Resize an image: (from left to right) input 

image, field of view, and resized image (RGB image) 

4.2.1. Reduce the amount of data 

The first process aims to remove unimportant 

areas and focus on the parts of the image we need to 

find the disc. The results of reducing the amount of 

data are illustrated in Fig. 4, and the steps of this 

process are outlined below: 

● In this work we focus on the region that carries 

significant information in the retina, which is the 

largest circular part of the image and contains the 

retina data called the Field of View (FOV) (Fig. 1). 

The data outside FOV is considered redundant and 

not useful in the diagnosis, so cutting this area. 

● Scale the image size to 416x416. Almost the disc is 

near the center of the FOV height, so part of the top 

and bottom of the FOV is unimportant, we proposed 

to change the color of a stripe with size 20x416 pixels 

from the top and bottom of the image into the black 

color.  

4.2.2. Enhancing image 

The second process enhances the image. It is one 

of the important contributions to this study. As 

mentioned previously, most images suffer from 

degradation. Therefore, the contrast in an image is 

poor, and parts of the image are not visible. 

Nevertheless, the process has proven its effectiveness 

in enhancing an image. The results of enhancing the 

image are illustrated in Fig. 5, and the steps of this 

process are outlined below: 

First: Remove the noise by using the Gaussian filter 

(a low-pass filter) using Eq. (1): 

 

G =
1

2πs2 exp [
−(x2+y2)

2s2 ]                 (1) 

 

Where G is the Gaussian smoothing filter and s is the 

standard deviation which is selected to be 13.  

Each channel of the input RGB image is 

smoothed separately. And later concatenate the three 

channels. 
Third: Calculate the light parameter in the image for 

each channel of the RGB image, based on mean and 

standard deviation. Eq. (2) is suggested by the authors 

for this purpose.  

 

We used four datasets: STARE, AIRA, 

G1020 and MESSIDOR2.  

Gathering 

Data 

1. Reduce the amount of data. 

2. Enhancing image. 

Pre-

processing 

1. Annotating the OD of the images using a 

square box in ROBOFLOW. 

2. Augmentind the training images.  

 

Preparing 

datasets 

Training the YOLOv5s model with image 

size 416 ×416  pixels, batch 16 and epochs 

150 in Google COLAB. 
 

Creating 

model 

Downloading model to PC with best weights 

and detecting the OD for datasets with 

confidence 0.6. 
 

Localization 

OD 
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Figure. 5 Enhancing image: (from left to right and from 

top to bottom) the RGB input image, the smoothed RGB 

image, MC image, Depth, and enhanced image 

 

       SPLightC
c∈{R,G,B}

=   (Mc)stdc             (2) 

 

Where SPLightC is a single value for each color 

channel c where 𝑐 ∈ {𝑅, 𝐺, 𝐵}, M is the mean of the 

non-zero value in channel c,  and Std is the standard 

deviation of the non-zero value in channel c.  

Fourth: In this step, we apply three operations:  

A. Normalizing each channel of the smoothed 

RGB image by using Eq.(3) [26]: 

 

NC =  
smoothed imagec

SPLightc
   where c ∈ { R, G, B}    (3) 

 

Where Nc is the normalized RGB image channel.  

B. Construct the new image (MC) from the 

normalized image Nc by selecting the minimum 

value for each pixel among the three values of (R, G, 

and B). 
C. Calculating the depth using Eq. (4) [26]: 

  
  Depth(x, y) = 1 − 0.63 × MC               (4) 

 

Five: Enhancing each channel of the RGB input 

image by applying Eq. (5) [26]: 

 

EIc =
RGBc   − SPLightc

max (depth,epsilon) 
+ SPLightc          (5) 

 

Where c ∈ {R, G, B}, EI is the enhanced image, and 

epsilon is a very small value to prevent dividing by 

zero. 

4.3 Preparing datasets   

There are seventeen datasets used in this paper, 

four of them selected for training as mentioned 

previously. The four datasets were divided as 90% for 

training (60% training and 30% for validation), while 

10% of these four datasets in addition to the thirteen 

datasets used for testing. The OD is annotated and 

bounded by a square box in training images. The 

number of training images after augmentation was 

5823 images.  

4.4 Creating model   

In the current paper, we proposed to use the 

YOLOv5s model for detection and localization OD. 

YOLOv5s model with sixteen batches and 150 

epochs trained on the described datasets in Table 1 

from scratch. YOLOv5s model consists of three 

components: the backbone, the neck network, and the 

head, as shown in Fig. 2. 

The backbone convolutional network extracts 

deep features from the input image. The focus 

module in the backbone is the first layer. The focus 

module is created specifically to speed up training 

and decrease model calculation. The input image with 

a size of 416×416×3 pixels is split into four slices and 

concatenated in the focus module, and the following 

layer received the output of the results to better 

extract the deep features. 

The second component in the YOLOv5s model is 

the neck network. The neck is a sequence of feature 

aggregation layers of mixing and combining features 

of the image that are mostly used to produce feature 

pyramid networks. The feature pyramids in the neck 

help model generalizing and facilitates the detection 

of the same object in different sizes. 

The final component in the model is the head 

(detection network). The head applies anchor boxes 

to the feature map produced from the preceding layer. 

The head produces a vector with the category 

probability of the target object (in our model disc) 

and bounding boxes surrounding the objects. The 

head is responsible for implementing the traditional 

concept of YOLO, which involves dividing image 

features into grids, and searching for objects. The 

output is an image containing a square box bounding 

the OD, with a notation indicating the probability 

value that this part is OD. 

5. Experimental results  

The performance of the YOLOv5s model is 

assessed using a variety of metrics, including recall, 

precision, and Mean Average Precision (mAP) when 

Intersection Over Union (IOU) is at 50% and 0.95%. 

After training the model, the evaluation of the model 

achieved a recall score of 0.996, a precision score of 

0.996, a mAP@.5 score of 0.996, and a mAP@.95 

score of 0.826. These results confirm the efficiency 

of the proposed method for accurately detecting the 

optic disc (OD). 
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Table 2. The results of detecting optic disc 

Datasets Number of images Accuracy 

DRIVE  40 100 

MESSIDOR-1  1200 100 

DIARETDB0  130 100 

DIARETDB1  89 100 

HRF  45 100 

DRISHTI   101 100 

DRIONS   110 100 

REFUGE-1  1200 100 

REFUGE-2  1600 100 

CHASE_DB1  28      100 

ROC  100 100 

RIGA  750 100 

ORIGA  650 100 

G1020 102 100 

STARE  33 100 

MESSIDOR-2  179 100 

ARIA  15 100 

 
Table 3. Comparison of optic disc localization methods 

Datasets 

Accuracy % for several methods 

Ref.  

[7] 

Ref.  

[29] 

Ref.  

[30] 

Ref.  

[5] 

Ref.  

[8] 

Ref.  

[4] 

Ref.  

[31] 

Ref.  

[32] 
Our 

STARE   97.78   90.12  90 100 

DRIVE  100 100 100 100  55 100 100 

MESSIDOR-1 98.58  97.78 99.58 99.33  89  100 

DIARETDB0 99.23 96.92 99.49  96.15 96.15   100 

DIARETDB1 100 98.8 99.49  97.75 97.75   100 

HRF 100  100  100    100 

ARIA 91.61        100 

ROC 99  100      100 

DRIONS     100    100 

Average 

Time(s) 
26.01   4.75 0.5 5   0.19 

 

The model tests with 6372 images from seventeen 

well-known datasets (have been described in Table 1). 

The results of testing the proposed method are shown 

in Table 2. According to the results in Table 2, it can 

be seen that the model can determine the OD at 100% 

accuracy for all datasets. 

The accuracy of the proposed method is 

compared with the accuracy of some of the previous 

methods, with a comparison of the time required to 

determine the OD for each method, as shown in Table 

3.  

The results show that the proposed method 

determines the OD with 100% accuracy for all 

datasets and an average speed of 0.19 seconds. It 

gives the best results compared to the other methods. 

From Table 3 we conclude that all the previous 

method has various accuracy for each type of dataset, 

while the proposed method has 100% accuracy for all 

datasets. 

 

 
Figure. 6 Comparison for crop OD: first column crop OD 

by the proposed method, second column crop OD by 

other methods [29] 

 

The approaches presented in Table 3 can be 

categorized into five main classes: approaches based 

on OD features such as brightness and circularity 

(article [29]), approaches that relied on just vascular 

extraction (article [4]) or combined with OD 

characteristics (article [8]), approaches that 

employed some transformation (articles [7, 27]) or 

analysis image features for extraction OD (article [5]) 

and companies with first class, approaches that 

utilized the template matching technique for OD 

(article [28]), and approaches that utilized the deep 

learning for localization OD (article [30]). 

Most papers localized the center of OD and then 

cropped the region around it. While in the proposed 

method crop just the OD with a minimum area around 

(just the area in the corner of the box). This is one of 

the strong points of this proposal. Fig. 6 shows a 

sample of the OD detection and cropping by [29] for 

the image in the Messidor1 dataset, compared with 

the proposed method.   

From Fig. 6, we can notice that cropping OD by 

the proposed method is more accurate because there 

is a smaller area around the OD compared with 

another method. 

Many of the previous methods failed to localize 

the OD because the OD is not always with the highest 

intensity in the image. Fig. 7 shows the comparison 

between previous methods that detect and localize 

OD from some challenge images, almost previous 

methods failed to detect and localize the OD, 

opposite of the proposed method in the same images. 

Also, the other strong point of this proposal is the 

ability to detect and localize the OD even when the 

retina is infected and there are some lesions such as 

hemorrhage, and exudates. Most previous methods 

failed to detect and localize OD with a lesion, while  
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Figure. 7 Comparison with Triwijoyo [29]: first-row 

original images from the MESSIDOR-1 dataset, second-

row crop OD by Triwijoyo, and third-row crop OD by the 

proposed method 

 

 
Figure. 8 Comparison of detecting and localizing OD 

when the retina is infected. First-row, failed OD detection 

images by Luangruangrong [7], and second-row, 

successful OD detection OD by the proposed method for 

the same image 

 

the proposed method successfully detects and 

localizes the OD as shown in Fig. 8.  

It is worth noting that the image in the second 

column of Fig. 8, is one of the difficult images when 

detecting the OD. Among the methods that failed to 

detect the OD is Liang [5] (technical details are 

mentioned in section 2 of the related work), and 

another image that handles almost the same 

characteristics is shown in Fig. 9. 

As mentioned earlier, the retinal fundus images 

often suffer from degradation and distortion 

(especially as the disease progresses). The distortions 

or lesions make the regions of the fundus image 

abnormal. Therefore, automated detection of any part 

in a fundus image with an abnormal region is  

 

 
Figure. 9 Comparison with Liang: first-column, failed 

OD detection image by Liang and second-column, 

successful OD detection images by the proposed method 

for the same mage 

 

commonly a challenging study. Due to this, a single 

image probably contains various types of retinal 

lesions with varying colors, shapes, sizes, locations, 

and textures. 

Moreover, the kind and number of retinal lesions 

are usually not known in advance. Thus, the images 

often get different qualities during capturing. 

These distortions are challenges for the 

automated detection of the OD correctly. We briefly 

highlight some challenges that any method often 

faces during OD localization, as well as the results of 

the proposed method for localizing the OD with 

challenges. 

The first challenge: The most difficult challenge 

facing analyzing the retina is the presence of spots or 

lesions . These pests have different shapes, sizes, and 

locations, according to the disease and its level . 

Hemorrhage, exudates, and Retinal Pigment 

Epithelium (RPE) are examples of these lesions. The 

proposed method detects all images with these 

challenges successfully. 

The results of the proposed method for localizing 

the OD with challenging hemorrhage, exudates, and 

RPE lesions are shown in Fig. 10, Fig. 11, and Fig. 

12, respectively. 

 

 
Figure. 10 OD localization with hemorrhage challenge 
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Figure. 11 OD localization with exudates challenge 

 

 
Figure. 12 OD localization with retinal pigment 

epithelium (RPE) challenge 

 

 
Figure. 13 OD localization with dark region challenge 

 
Figure. 14 OD localization with peripapillary atrophy 

challenge 

 

 
Figure. 15 OD localization with blur challenge 

 

The second challenge: Most methods depend on the 

well-known principle that the OD is the brightest 

region in the image. Fig. 13 shows that the OD does 

not contain the highest values in the image and may 

even be in a dark region. Therefore, the previous 

methods of determining the OD do not work correctly 

with this type of image, while, the proposed method 

has determined the OD correctly. 

The third challenge: Some retinal images have a 

region surrounding the OD called peripapillary 

atrophy (PPA). This region prevents determining the 

OD correctly because it has a wide boundary 

surrounding the OD and interfering with it. 

Subsequently, the OD boundary decays within this 

region. As a result, many methods fail to determine 

OD because it is difficult to distinguish between the 

boundary of OD and PPA. The results of the proposed  
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Figure. 16 OD localization with invisible edges 

challenge 
 

method for this type of image are shown in Fig. 14, 

where it detected all the OD of images. 

The fourth challenge: It is a general challenge in 

almost all computer vision and image processing 

applications that concerns image quality. The 

challenge arises when an image is blurred or has poor 

contrast. Methods that depend on segmentation of the 

OD or blood vessels, or both, fail in this type of image. 

The reason is that the boundaries of the regions are 

unclear, making it difficult to segment, consequently 

failing to identify the OD. Fig. 15 shows that the 

proposed method detected OD in images of this type. 

The fifth challenge: This challenge resembles the 

blur and PPA challenges. The image in this challenge 

is generally clear, but the OD edges are invisible. 

Therefore, it is difficult to determine the OD, 

especially if the method depends on boundary 

detection. The results of the proposed method for this 

type of image are shown in Fig. 16, which detects and 

localized the OD. 

6. Conclusion 

In this paper, a new automated method for fast 

optic disc (OD) localization has been proposed. The 

main idea is to localize the OD using the Yolov5 

model for object detection. 

The main contribution of this paper is to use the 

object detection principle as a new principle in OD 

localization methods. The accuracy of detecting and 

localizing the OD from 13 different datasets was 

100%, with relatively little time. 

According to the results presented in the paper, 

we can conclude that this principle of object detection 

by using the Yolov5 model is successful and efficient 

in localizing OD. 

To the best of our knowledge, there is no method 

to localize the optic disc (OD) acquired 100% 

accuracy with an average time of 0.19 seconds for 

thirteen well-known datasets in addition to 10% of 

the four datasets used for training. This paper proves 

that the proposed method is efficient in terms of 

accuracy and time. 

In both normal and diseased images, our method 

achieved a high success rate of accuracy in OD 

detection and localization. Furthermore, in the 

current proposal, we noticed that the proposed 

method was the most accurate compared with the 

state-of-art methods. Apart from that, the approach 

precisely bounded the OD (the OD touches each side 

of the box) rather than determining a region around it. 

Using the YOLO algorithm is new for OD 

detection and localization. 

The current method works excellently with all 

challenges that reduce the detection accuracy in the 

previous works. 

Depending on the results, the suggested method 

might be used to identify and segment parts of 

medical images to diagnose diseases (for example, 

Diabetic Retinopathy (DR) and Glaucoma) because it 

has high accuracy and speed that enables it to work 

in real-time. 
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