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Abstract: The massive development in the different fields of engineering and science brought a significant change in 

the modern years. In the field of natural language processing, automatic text summarization is known as one of the 

important research directions. The text's primary concepts and flow should be considered to provide a solid summary 

that limits the repetition in the text as a summary. A sentence is referred to as a basic language unit and there are many 

semantic links present among the prison terms like example-of, cause-effect, sequential, etc. within a meaningful text. 

In this research manuscript, an automated text summarization model is developed and its performance is validated on 

the two challenging datasets such as daily-mail and Gigaword. In this manuscript, a transformer: long short term 

memory (LSTM) neural network is used along with the Huber loss function and Adam optimizer. The transformer 

used in this research (LSTM with Huber loss function and Adam optimizer) includes the advantages like requiring 

limited memory, computationally effective, and easy implementation. The proposed neural network mainly aims in 

exhibiting the summaries that are composed by the groups or paragraphs that includes more keywords or phrases than 

summaries composed by sentences. The non-differential evaluation metrics are utilized in the proposed sequence-to-

sequence model to provide semantic information of input text and it stores important features for effective text 

summarization. The size of the parameters is specified by the maximum number of sentences in the same group. The 

proposed LSTM with Huber loss function and Adam optimizer has 44.51 ROUGE-1, 20.43 ROUGE-2, and 40.08 

ROUGE-L on dailymail dataset. Experimental results of the trial demonstrated that the proposed model outperformed 

the existing models like dynamic residual network, convolutional neural network with LSTM, and knowledge powered 

topic level attention model in terms of the rouge parameter. 

Keywords: Natural language processing, Long short-term memory neural network, Semantic representation 

techniques, Sequence to sequence models, Text summarization. 

 

 

1. Introduction 

Automatic text summarization systems are 

increasingly in demand as a result of the web's rapid 

expansion in textual data and the difficulty in locating 

desired information among the massive volume of 

data. [1]. Natural language processing plays a 

significant role in automatic text summarization and 

the extracted sentences are usually coherent [2]. An 

important area of research in natural language 

recognition is machine translation synthesis and 

considered the best approach to specify the growth of 

online texts. Texts should convey a good summary 

fluently while minimizing the redundancy of the deep 

ideas of the source [3]. Obtaining the required 

information from a huge amount of information is 

one of the difficult tasks for scientists and for this, the 

taxonomy of text summarization is divided into multi 

or single document summarization tasks [4]. In this 

proposed method, sequence to sequence models is 

implemented for text summarization [5-7]. 

In recent times, the development of automatic 

summarization is increased worldwide. The 

document type or domain features aren’t considered 

in most of the text summarization approaches [8]. 

Hence, this text summarization works with the direct 

components acquired from the document such as 

sentences, paragraphs, terms, and so on [9]. Because 

of their promising performance, neural networks are 
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now frequently used in various natural language 

processing applications. In text summarization jobs, 

the encoder reads the whole input sequence and 

creates a fixed-dimensional feature vector, which is 

then used by the decoder to build the required output 

sequence.  In the summarization model, a CNN 

serves as the encoder and a language model using a 

collection of computational models serves as the 

decoder. The complexity of the natural language 

processing (NLP) area, as well as our overall lack of 

knowledge of natural languages and human intellect, 

are the key obstacles to producing such an assessment. 

In this study, the research focus on one particularly 

relevant and difficult aspect of NLP evaluation: how 

to evaluate the content of two text sections 

semantically [10]. The objectives and contribution of 

this research are given as follows: 

• The sequence-to-sequence model’s 

summarization performance is estimated 

based on non-differentiable evaluation 

metrics. The proposed sequence-to-sequence 

model includes two phases like encoder and 

decoder that are used for text summarization. 

• The proposed LSTM neural network with 

Huber loss function and Adam optimizer 

selects optimal features from input data and 

performs summarization. The proposed 

LSTM model has long-term dependency that 

can store relevant information for the long 

term. 

• The proposed LSTM neural network with 

Huber loss function and Adam optimizer 

performance is validated on Daily Mail and 

Gigaword datasets. The proposed model 

obtains higher performance in text 

summarization than the existing techniques. 

The use of various clustering algorithm has 

an impact on group creation. A significant 

contribution is made by this work in the 

extraction of text summarization and in 

verifying the role of semantic link networks 

and in representing and understanding the 

texts. 

The paper is organized as follows: the analysis of 

available methods based on the sequence-to-

sequence ranking is reviewed in section 2. In Section 

3, the suggested model is mathematically described. 

Section 4 describes the experimental findings and 

analysis, and section 5 details conclusion of the 

proposed model. 

2. Literature review 

Rouane [11] have introduced a novel biological 

data summary approach that incorporates grouping 

and frequent pattern processing. Biomedical papers 

were used as a set of biomedical concepts using the 

UMLS met thesaurus. The resulting summaries with 

the abstract of text documents use the ROUGE 

metrics in terms of recall, precision, and F-measure. 

To decrease delicate information and to upgrade the 

standard of summaries, an anti-redundancy technique 

should be incorporated as a future extension. Mojrian 

and Mirroshandel [12] introduced a multi-document 

text summarization approach known as MTSQIGA. 

In this literature study, a modified quantum-inspired 

genetic algorithm (QIGA) was used to handle some 

stages to discover the top answers. MTSQIGA was 

compared with existing state-of-the-art and specifies 

the hopeful effectiveness of the proposed algorithm. 

However, the QIGA was extremely dependent on the 

optimal of its hyper-parameters value and individual 

performance, where it was a computationally 

impulsive task. 

Cao and Zhuge [13] implemented an extractive 

text summarization, which mainly aims at extracting 

the important sentences, where it was related to many 

groups. The results of the experiments shows that the 

summaries composed by groups or paragraphs 

contain many numbers of phrases or keywords than 

the summaries composed by sentences; the maximum 

number of sentences that were present in a group was 

specified by the size of the parameters. The 

comparison of the seven clustering algorithms was 

used to generate collections made by CNN-DM and 

Gigaword datasets. Still, the developed model has the 

problems in identifying the text, interpretation, and 

evaluation of the generated summary. Lierde and 

Chow [14] implemented a creative methodology for 

identifying the document subjects and recovering 

sentences from documents that were pertinent to a 

given query. It draws on the influential notion of 

graph based transversals. The current study uses 

graph-based ranking algorithm to calculate each 

sentence's unique score, but it fails to account for the 

themes that were jointly covered by the phrases, 

while creating a summary, where it leads to repeated 

summaries. 

Mohamed and Oussalah [15] has implemented a 

novel framework for both single and multi-document 

summarization and it was built based on graph. The 

summarization system was evaluated using CNN-

DM and Gigaword datasets. The outcome shows 

significant performance gains in summary quality, 

demonstrating the potency of the position 

representation of knowledge and its linking. This 

research study does not possess the sequence of 

sentences obtained from the semantic representation 

of the summary, which was considered as a major 

issue. Aliakbarpour [16] applied an abstractive  
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Figure. 1 Block representation of text summarization 

 

summarization technique for auxiliary attention (AA) 

with convolutional neural network (CNN) and LSTM 

combination to increase saliency and generated 

summaries coherency. The AA-CNN-LSTM model 

was applied to evaluate the CNN/Daily mail dataset 

and tested in terms of ROUGE metrics. The 

combination of CNN and LSTM was applied in the 

encoder to use phrases as input and generate natural 

sentences as summaries. Auxiliary attention was used 

in the encoder and outlining with filtering the 

information was used for simulating the summary 

generated, but the process was computationally 

complex and costly. 

Liao [17] applied an encoder-decoder model 

according to a variable recurrent neural network for 

the limitation of long-term dependence. The model 

dynamically selects the optimal state from state 

history for connection establishment to increase the 

dependencies of a long sequence of LSTM related to 

the current decoding environment. To simulate word 

reliance, dynamic remnant connectivity and 

supervised learning were used for long-term 

connection-dependent words. Hence, the possibility 

of missing relevant information was higher in this 

study, which needs to be addressed as a future work. 

Khanam [18] applied knowledge powered topic level 

attention (KTOPAS) model based on a convolutional 

sequence network of text summarization model and 

topic knowledge base (TKB). The topic model was 

used to provide coherent and insightful topic 

information based on knowledge, and the TKB 

method was used to retrieve conceptual pertinent 

wisdom. Topic information of knowledge power in 

KTOPAS from TKB and topic knowledge was 

applied in a convolutional sequence network. 

However, the KTOPAS model was highly dependent 

on context, which was inappropriate in the real time 

practical applications. In order to highlight the above 

stated concerns, a new transformer: LSTM with 

Huber loss function and Adam optimizer is proposed 

in this manuscript for effective text summarization. 

3. Proposed methodology 

Sequence to sequence ranking is the 

establishment of academics that provides creative 

ideas in its implementation. In this proposed work, 

the content knowledge of classification is done by 

sequence-to-sequence ranking model: LSTM with 

Huber loss function and Adam optimizer. The block 

diagram of the proposed work is shown in Fig. 1. 

3.1 Dataset collection 

The CNN-DM and Gigaword are two challenging 

datasets used in this article. HH-ATS is measured in 

the CNN-DM dataset, which is used to evaluate the 

models such as ATS. CNN-DM dataset has 

broadcasting objects and some summaries are written 

by humans [19]. The 287226 training samples are 

collected in total. On average, 781 tokens are present 

in each article and 56 tokens are present in each 

summary. Gigaword is a dataset that is spontaneously 

formed by making use of the initial verdict of the 

respective article [20]. Around 3.8M training sets, 

400 thousand testing sets, and also 400 thousand 

validation sets are present in total in the Gigaword 

dataset as text articles. A sample article of the dataset 

is shown in Fig. 2. 

3.2.  Preprocessing  

After collecting the datasets, the process of data 

pre-processing takes place using statistical or 

linguistic techniques. Linguistic and Statistical 

techniques are the two extractive methods that 

usually rank the sentences by analyzing parts of 

speech of phrases or words, word or phrase frequency, 

the position of a sentence, etc.  

Eq. (1) shows the semantic rank presentation, the 

semantic keywords, and document collection 

belonging to the preprocessing step, all n-grams of  
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Figure. 2 Sample text article 

 

size up to five words using a dictionary lookup 

(WordNet and Wikipedia) and sliding windows are 

detected by the algorithms. The set of distinct 

sentences is represented in Eq. (1). In case of 𝜔𝑖𝑗 the 

formula is given by, 

 

𝜔𝑖𝑗=𝜆𝑡𝑖 𝑡𝑗 . 𝑆𝑅𝑇(𝑡𝑖 ,𝑡𝑗)                                     (1) 

 

Where,  𝜔𝑖𝑗   is the edge weights, SRT is the 

Semantic Rank Uses, and 𝑡𝑖 and 𝑡𝑗  are the terms in 

between semantic relatedness, which is given in Eq. 

(2) 

 

𝑆𝑅𝑇 (𝑡𝑖 ,𝑡𝑗) =  

{
 
 

 
 

1,                                   𝑡𝑖 = 𝑡𝑗 

𝑆𝑅𝑊𝑁(𝑡𝑖 ,𝑡𝑗),            𝑖𝑓 𝑡𝑖 ,𝑡𝑗 ∈ 𝑊𝑜𝑟𝑑 𝑛𝑒𝑡

𝑆𝑅𝑊𝑖𝐾𝑖(𝑡𝑖  ,𝑡𝑗),           𝑖𝑓 𝑡𝑖,𝑡𝑗  ∈ 𝑊𝑖𝐾𝑖𝑝𝑒𝑑𝑖𝑎

0,                           𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

   (2) 

 

Two measures are combined in a single measure 

SRT (𝑡𝑖, 𝑡𝑗), as shown in Eq. (2) 

The schematic relatedness between the two terms 

ti and tj according to WLM is defined as shown in 

Eq. (3). 

 

𝑆𝑅𝑊𝑖𝐾𝑖(𝑡𝑖 , 𝑡𝑗) =  

𝑙𝑜𝑔(𝑚𝑎𝑥{|𝐼𝑛(𝑎𝑖)|,|𝐼𝑛(𝑎𝑗)|})−𝑙𝑜𝑔(|𝐼𝑛(𝑎𝑖)∩𝐼𝑛(𝑎𝑗)|)

𝑙𝑜𝑔(|𝑤|)−𝑙𝑜𝑔(𝑚𝑖𝑛 {|𝐼𝑛(𝑎𝑖)|,|𝑎𝑗|})
     (3) 

 

The measure presented between a pair of terms is 

shown in Eq. (4). The semantic relatedness between 

two terms 𝑡𝑖 and𝑡𝑗 , when 𝑡𝑖 ∈ 𝑤𝑁 and 𝑡𝑗 ∉ 𝑤𝑁  does 

not belong to or vice versa is considered as 0. It is 

represented in Eq. (4). 

 

 
Figure. 3 The basic sequence 2 sequence model 

 

𝑆𝑅𝑊𝑁
(𝑡𝑖, 𝑡𝑗) =  

𝑚𝑎𝑥𝑚{𝑚𝑎𝑥𝑘{𝑆𝐶𝑀(𝑆𝑖𝑗
𝑚,𝑃𝑖𝑗

𝑘). 𝑆𝑃𝐸(𝑆𝑖𝑗
𝑚, 𝑃𝑖𝑗

𝑘)}}  

(4) 

 

SCM - Semantic compactness  

SPE – Semantic path elaboration. 

3.3 Feature extraction 

After preprocessing the data, the process of 

feature extraction is carried out using assumptions 

that are based on summaries. Two classes of models 

are developed based on both word and sentence 

retrieval. The model which is developed can be 

informed by informativeness attributes and trained on 

massive datasets. Neural abstractive text summarizer 

(NATS) is used which is a method of creating shorter, 

semantically relevant phrases that convey the 

substance of the source text's overall meaning, is 

employed. 

3.4. Sequence to sequence model 

In this proposed method, sequence-to-sequence 

models is implemented for text summarization. Non-

differentiable evaluation metrics estimate the 

performance of sequence-to-sequence summarization. 

The basic sequence 2 sequence model is depicted in 

Fig. 3. 

Sequence 2 sequence framework text 

summarization is largely collected of an encoder and 

a decoder. Articles are read by the encoder and 

denoted by 𝑥 =  (𝑥1, 𝑥2,… , 𝑥𝑗)  and transformed 

into hidden states. 

𝑦 =  (𝑦1, 𝑦2,… , 𝑦𝑡 ).  𝑥𝑖 , 𝑦𝑗 - symbols of the 

tokens in the source article. 

The definition of a synthesis work is deducing a 

summary 𝑦 derived from an original report 𝑥 and it is 

shown in Fig. 1 and the initialized equation is shown 

in Eq. (5). 
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Figure. 4 The LSTM unit cell 

 

ℎ𝑜
𝑑 = tanℎ(𝑊𝑒2𝑑( ℎ𝐽

𝑒⃗⃗⃗⃗ ⨁ℎ1
𝑒⃖⃗ ⃗⃗⃗) + 𝑏𝑒2𝑑), 𝐶𝑜

𝑑 = 

𝐶𝐽
𝑒⃗⃗ ⃗⃗ ⨁𝐶1

𝑒⃖⃗ ⃗⃗⃗    (5) 

 

A decoder is denoted by ‘d’ and a concatenation 

operator is represented by the symbol ⊕. 

3.5 LSTM neural network  

To execute the gradient problems, Long short 

term memory (LSTM) [21-22] is the best solution and 

exploding gradients issues are not addressed. The 

LSTM unit cell diagram is shown in Fig. 4. Some 

mechanisms for abstractive text summarization are 

discussed as follows: 

The actual report 𝑥 to the target 𝑦𝑡 is dependent 

on the attentiveness quotient 𝛼𝑡
𝑒 are given by location 

softmax. The switching network estimates the 𝑃𝑔𝑒𝑛,𝑡 

probability of producing the tokens from  𝑍𝑡
𝑒  , a 

vocabulary content and ℎ𝑡
𝑑 , a hidden state which is 

represented in the equation in Eq. (6). 

 

𝑃𝑔𝑒𝑛,𝑡 = 𝜎(𝑊𝑠,𝑧𝑍𝑡
𝑒 +𝑊𝑠,ℎℎ𝑡

𝑑 + 𝑏𝑠           (6) 

 

 𝑃𝑔𝑒𝑛,𝑡  - Scalar quantity,   𝜎(𝑎) =
1

1+exp (−𝑏)
  - 

sigmoid activation function. 

Switching generator-pointer - Generation of the 

symbol from terminology or a point to the source at a 

specific translating stage is determined as a switching 

generator that is equipped by the switch. The switch 

is expressed in Eq. (7), 

 

 𝑃𝑔𝑒𝑛,𝑡 = 𝜎(𝑊𝑠,𝑧𝑍𝑡
𝑒 +𝑊𝑠,ℎℎ𝑡

𝑑 +𝑊𝑠,𝑒𝐸𝑦𝑡−1 + 𝑏𝑠  (7) 

 

In case when the switch is turned on, a word is 

produced by a decoder from the vocabulary with the 

distribution 𝑃𝑣𝑜𝑐𝑎𝑏,𝑡  or else  𝛼𝑡
𝑒  is generated by the 

decoder.  

 

i.e. 𝑃𝑗 = arg𝑚𝑎𝑥𝑗𝜖{1,2,…,𝐽}𝛼𝑡𝑗
𝑒  . 

 

𝑃𝑗  - Placement of the emblem within the original 

report. 

Copy Net – Different network architectures are 

present in a copy net end-to-end manner. Copy net 

tokens are represented by 𝜈 and 𝜒 , and 𝑉𝑒𝑥𝑡 = 𝜈 ∪
𝜒 ∪  <unk> is the extended vocabulary. The 

vocabulary distribution is represented in Eq. (8). The 

hyper-parameters used in the LSTM network are loss 

function: Huber loss, optimizer: Adam, units: 64, and 

LSTM layers: four. 

 

𝑃𝑣𝑒𝑥𝑡(𝑦𝑡) = 𝑃𝑔(𝑦𝑡) + 𝑃𝑐(𝑦𝑡)                 (8) 

3.6 Summarization 

Sequence to sequence ranking is applied in an 

automated summary extraction task. The task for the 

participating systems in all the competitions is to 

propose a summary of at most 100 words for each 

document. The ROGUE toolkit is used for the 

evaluation against the reference summaries. CNN-

DM and Gigaword both datasets comprise a huge 

number of new articles. For both datasets, two 

reference summaries per document are provided in 

the case of both datasets. Therefore, in the cases of 

both datasets, the proposed system is present among 

the top two systems in the task. 

4. Experimental result and discussion 

In this section, the experimental results of the 

proposed method are described by sequence-to-

sequence ranking using LSTM. The validation of the 

proposed method is carried out with the collected 

datasets. The proposed text summarization method is 

applied on a computer with 2.2 GHz and 8GB RAM. 

The performance matrix and the performance 

analysis for this method are against the existing 

approaches which are explained as follows: 

4.1 Performance metrics 

By using sequence to sequence ranking with 

LSTM based encoder-decoder framework in which 

the proposed work considered 70% of data taken for 

training and 30% of the data taken for testing and the 

proposed method. ROUGE metrics contain ROUGE-

N (N ∈ {1,2,3,4})  and ROUGE-L. ROUGE-1, 

ROUGE-2, ROUGE-3, ROUGE-4 and ROUGE-L 

are the scores connected to form a 𝑅 vector. 𝑅𝑆 =
𝑅1𝑆 , 𝑅2𝑆 , 𝑅3𝑆 , 𝑅4𝑆 , 𝑅𝐿𝑆  where 𝑅𝑆 is the ROGUE 

vector. ROGUE is compared with existing methods 

and the designed four metrics are known as L2 

metrics, Increase metric, Increase % metric and 

divergence metric which are shown in Eqs. (9–12) 

respectively.  
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Figure. 5 Comparative analysis of daily mail dataset 

 
Table 1. Automatic evaluation daily mail dataset 

Strategies ROUGE-

1 

ROUGE-

2 

ROUGE-

L 

RAS-LSTM 

RAS-Elman 

PGC 

DeepRL (RL) 

ABS 

ABS+ 

DeepRL 

(ML+RL) 

GANsum 

MATS 

HATS 

HH-ATS (RL) 

HH-ATS 

(ML+RL) 

37.46 

38.25 

39.53 

41.16 

35.46 

35.63 

39.87 

39.92 

40.74 

42.16 

42.93 

43.16 

15.11 

16.28 

17.28 

15.82 

13.30 

13.75 

15.82 

17.65 

18.14 

19.85 

19.85 

20.32 

          

34.45 

35.43 

36.38 

39.08 

32.65 

33.01 

36.90 

36.71 

37.15 

38.35 

38.64 

39.14 

Sequence to 

Sequence 

ranking using 

LSTM 

43.52 20.71 40.15 

• L2 metric 

L2 (R||𝑅𝑆) = √∑ (𝑅𝑖)2𝑗∈{1,2,3,4,𝐿}
2

− 

√∑ (𝑅𝑖)2𝑗∈{1,2,3,4,𝐿}
2

               (9) 

• (IM)- Increase Metric 

Increase (R||𝑅𝑆) = ∑ (𝑅𝑖 − 𝑅𝑖𝑆)𝑗∈{1,2,3,4,𝐿}          (10) 

• IM % – Usually ROGUE-1, and ROGUE-L 

scores are somewhat more developed than 

ROGUE-3 and ROGUE-4 scores. In the statistic 

for development and L2 metric, a substantial 

improvement in R3 and R4 can be easily observed 

and also a small decrease in R1 and RL. 

 

Increase % (R||𝑅𝑆) =  
∑

𝑅𝑖−𝑅𝑖𝑆
𝑅𝑖𝑆

∗100%𝑗∈{1,2,3,4,𝐿}

5
   (11) 

• Diverge metric – Diverge (R|| 𝑅𝑆)  is used to 

measure the ROUGE vector 𝑅𝑆  which is 

considered a basic ROUGE vector as shown in Eq. 

(12). 

 

Diverge (R||𝑅𝑆) = ∑ 𝑅𝑖 ∗ 𝐼𝑛
𝑅𝑖

𝑅𝑖𝑆
𝑗∈{1,2,3,4,𝐿}   (12) 

 

Where, 𝑅𝑖𝑆  - F-score of ROUGE-j, j ({j ∈
1,2,3,4, 𝐿}) 

𝑅𝑝, 𝑅𝑔 - ROUGE vectors. 

Rs - a reference point for contrast 

R – ROUGE an outline of the synopsis. 

 

Fig. 5 and Table 1 describe the results of existing 

and proposed methods for the text summarization 

evaluation of the Daily mail dataset with Automatic 

evaluation. Table 1 shows that the proposed 

Sequence to Sequence LSTM model has better results 

than the other methods. Sequence to Sequence LSTM 

model has Rouge-1, Rouge-2 and Rouge-L as 43.52, 

20.71 and 40.51 as summarization measures 

respectively which is better than the existing methods 

like Deep Reinforcement Learning (DeepRL and 

DeepML+RL) and MATS method. 

Table 2 and Fig. 6 describe the results of existing 

and proposed methods for the text summarization 

evaluation of Gigaword dataset with automatic 

evaluation. Table 2 shows that the proposed sequence 

to sequence LSTM model has better results than the 

other methods. Sequence to sequence LSTM model 

has Rouge-1, Rouge-2 and Rouge-L as 40.23, 20.12 

and 36.75 as summarization measures respectively 

which are better than the existing methods like deep  
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Figure. 6 Evaluation of Gigaword dataset 

 

Table 2. Automatic evaluation of Gigaword dataset 

Strategies ROUGE-

1 

ROUGE-

2 

ROUGE-

L 

ABS 

ABS+ 

RAS-LSTM 

RAS-Elman 

PGC 

DeepRL (RL) 

DeepRL 

(ML+RL) 

GANsum 

MATS 

HATS 

Re3 

HH-ATS (RL) 

HH-ATS 

(ML+RL) 

29.55 

29.78 

32.55 

33.78 

33.44 

35.82 

35.16 

35.04 

35.56 

36.78 

37.04 

38.06 

38.43 

11.32 

11.89 

14.70 

15.97 

16.09 

16.64 

16.75 

16.55 

16.97 

18.65 

19.03 

19.28 

19.75 

26.42 

26.97 

30.03 

31.15 

31.43 

32.45 

31.68 

31.96 

32.94 

33.96 

34.46 

35.82 

36.11 

Sequence to 

Sequence 

ranking using 

LSTM 

40.23 20.12 36.75 

 

reinforcement learning (DeepRL and DeepML+RL) 

and MATS method. 

Table 3 and Table 4 describes existing and 

proposed methods results for the text summarization 

evaluation of the daily mail and giga word dataset 

with ablation evaluation. Table 3 shows that the 

proposed sequence to sequence LSTM model has 

better results than the other methods. Sequence to 

sequence LSTM model has Rouge-1, Rouge-2 and 

Rouge-L as 44.51, 20.43 and 40.08 as summarization 

measures respectively which is better than the 

existing methods like Deep Reinforcement Learning 

(DeepRL and DeepML+RL) and MATS method.  

The sequence to sequence ranking using LSTM 

model with Huber loss function and adam optimizer  

 

Table 3. Ablation evaluation of regular mail data source 

Strategies ROUGE-

1 

ROUGE-

2 

ROUGE-

L 

HH-ATS 

W/O KB 

W/O text 

W/O syntax 

W/O GAN 

W/O syntax 

+text 

W/O KB + 

syntax+ text 

W/O GAN + KB 

W/O GAN+text 

+syntax 

43.16 

42.52 

41.74 

42.83 

41.69 

41.32 

40.43 

40.61 

40.15 

20.32 

19.56 

19.08 

19.82 

19.05 

18.64 

18.10 

18.26 

17.90 

39.14 

38.25 

38.21 

38.60 

37.86 

37.97 

37.15 

37.31 

36.84 

Sequence to 

Sequence 

ranking using 

LSTM 

44.51 20.43 40.08 

 

Table 4. Ablation evaluation of Gigaword dataset 

Strategies ROUGE-

1 

ROUGE-2 ROUGE-

L 

HH-ATS 

W/O KB 

W/O text 

W/O syntax 

W/O GAN 

W/O syntax+ 

text 

W/O KB + text 

+ syntax 

W/O GAN + KB 

W/O GAN + 

text + syntax  

38.43 

37.73 

37.85 

38.21 

37.52 

37.45 

36.70 

36.12 

35.75 

19.75 

19.28 

19.05 

19.37 

18.59 

18.71 

17.83 

17.63 

17.37 

36.11 

35.36 

35.42 

35.80 

34.75 

35.07 

33.85 

33.63 

33.24 

Sequence to 

Sequence 

ranking using 

LSTM 

38.91 20.07 36.45 
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Figure. 7 Comparative analysis of DailyMail dataset 

 

Table 5. Comparison analysis on DailyMail dataset 

Model 

ROU

GE-1 

ROU

GE-2 

ROU

GE-L 

CNN-LSTM [16] 42.93 20.78 39.63 

Dynamic Residal 

Network [17] 41.35 17.73 37.91 

KTOPAS [18] 42.1 20.01 38.45 

Sequence to Sequence 

ranking using LSTM 44.51 20.43 40.08 

 

is evaluated on Daily Mail dataset and compared with 

existing techniques, as shown in Table 5 and Fig. 7. 

The sequence-to-sequence ranking model with 

LSTM model with Huber loss function and Adam 

optimizer uses the non-differential evaluation metric 

to encode the data. This helps to provide the semantic 

information in the sequence-to-sequence model and 

LSTM model stores relevant features for 

summarization. The sequence-to-sequence ranking 

using LSTM model with Huber loss function and 

Adam optimizer achieved 44.51 ROUGE-1, 20.43 

ROUGE-2, and 40.08 ROUGE-L, where the obtained 

results are better compared to the existing models:  

CNN-LSTM [16] Dynamic Residal Network [17], 

and KTOPAS [18]. 

The sequence-to-sequence ranking using LSTM 

model with Huber loss function and Adam optimizer 

is evaluated on Gigaword dataset and compared with 

the existing KTOPAS [18], as mentioned in Table 6 

and Fig. 8. The non-differential evaluation metric is 

used to encode the data in sequence to sequence 

ranking LSTM model. This technique helps to 

provide the semantic information of input data and 

increases the performance of LSTM in 

summarization. The sequence-to-sequence ranking 

with the LSTM model has 38.91 ROUGE-1, 20.07 

ROUGE-2, and 36.45 ROUGE-3, the KTOPAS [18] 

has 37.85 ROUGE-1, 18.71 ROUGE-2, and 33.96 

ROUGE-L on Gigaword dataset. The experimental 

results showed that the proposed model achieved 

better performance in text summarization and 

addressed the issues mentioned in the literature 

section like proper identification of the text, 

interpretation, and evaluation of the generated 

summary. 

5. Conclusion 

The summaries composed of sentences are 

compared to the synopsis made up of larger layers 

that have a similar ROUGE score. The group of 

sentences are combined along original message’s 

length produces the quality summary in this research. 

The results demonstrate that the suggested model 

surpasses cutting-edge baseline techniques in terms 

of ROUGE ratings. The sentences-to-sentences 

LSTM model may produce highlights with improved 

information and elegance, according to the human 

evaluation as well. The no differential evaluation 

metric is applied in sequence and sequence based 

models to provide semantic information of input data. 

The sentences to sentences using the LSTM model 

has 38.91 in ROUGE-1, 20.07 in ROUGE-2, and 

36.45 in ROUGE-L on Gigaword dataset, existing 

KTOPAS model has 37.85 in ROUGE-1, 18.71 in 

ROUGE-2, and 33.96 in ROUGE-L. Future work can 

propose many patterns of linguistic text 

summarization which usually ranks the sentences by 

analyzing parts of speech of phrases or words. 
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Table 6. Comparison analysis on the Gigaword dataset 

Model ROUGE-1 ROUGE-2 ROUGE-L 

KTOPAS [18] 37.85 18.71 33.96 

Sequence to Sequence ranking using LSTM 38.91 20.07 36.45 

 

 
Figure. 8 Comparative analysis of Gigaword dataset 
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