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#### Abstract

This study proposes analytical estimate for the size of a binary raster figure region which is guaranteed to contain the rotational symmetry focus. Focus here is the point a maximum Jaccard index between initial figure and rotated one. The size of the region is determined by the lower estimate of the intersection area during the rotation of the approximating primitives, considering the sizes of the inner and outer parts of the figure relative to the primitive. The smallest circumscribed circle or ellipse and sets of concentric circles and ellipses produced by the principal component analysis were used as the approximating figure. To verify the hypothesis that the size of the region is insignificant compared to the area of the figure, we numerically simulated the proposed method with test image datasets.
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## Introduction

Rotational symmetry detection is not a popular problem in computer vision research, although it was studied in $[1-4]$. One way to detect the central point (focus) and determine the degree of symmetry is by representing the figure boundary with a special code with subsequent analysis of the cyclic structure in the resulting sequence. The method presented in the most recent paper [5] demonstrates good detection in perfectly symmetric figures, but the study does not cover the approximate symmetry detection or the corresponding metrics.

The study [6] proposes to use the intuitive Jaccard index (the ratio of the intersection over the union) for the original
and rotated figures (see Fig. 1) as a symmetry measure to find the most suitable position of the central symmetry focus in binary raster images [7]. In this study the focus is understood as the point that maximizes the symmetry function describing dependence of the symmetry measure on the rotation point. It is assumed that the solutions found can be verified with the basic exhaustive brute-force procedure applied to all the image pixels in some neighborhood of interest. The optimal symmetry measure value estimated for real-life images (e.g., scanned plant leaves, binarized objects of interest in digital photos) rarely reaches 1 . In [6] authors call images with a symmetry measure close to 1 as having rotational "quasi-symmetry". We mean this fact, but we will not use this term in this paper.


Fig. 1. Example: the symmetry function value s as the figure is rotated around a point. The original figure is blue, the rotated figure is red, and their intersection is black

For each point in the region of interest, we can plot the Jaccard index $J(\varphi)$ vs. angle curve 0 (see Fig. 2, 3) with a certain discretization rate at the angles. By analyzing such curves at various points of the image we can locate the rotational symmetry focus and estimate the degree (order) of symmetry. Note that if only central symmetry (degree 2 ) is considered, or there are assumptions about the degree $k$ of the figure's rotational symmetry, we can use only $\lfloor k / 2\rfloor$ discrete angles in $2 \pi / k$ increments. For example, for a figure with degree 7 it is sufficient to consider only three rotations by $2 \pi / 7,4 \pi / 7$, and $6 \pi / 7$ angles. This assumption significantly reduces the computational cost: it is enough to estimate the degree of symmetry for several discrete angles. Still, to find the focus (the point with the max Jaccard index representing the symmetry between the original and the rotated figures) we should either look through the points of some region of a given size or use the quick search procedure which skips some points.


Fig. 2. a) Figure in the binary image. b) Jaccard index values as the figure rotates around the center of mass (red curve) and the rotational symmetry focus (green curve)

The paper [6] proposes such a quick procedure based on the quadratic approximation of the symmetry function. However, the size of the neighborhood is set arbitrarily. Particularly, the points within a circle with the radius $r$ and center coinciding with the center of mass of the binary raster image are considered the neighborhood points. The size of the neighborhood region is defined as $r=\lambda R$, where $R$ is the radius of the circle circumscribed around the figure, or the distance from the center of mass to the farthest point of the figure, $\lambda \in(0 . .1]$ is the value specifying the size of the search domain (see Fig. 3). For the numerical experiments, this value was set to 0.1 or 0.15 without any theoretical explanation. Obviously, the greater the $\lambda$ value, the more points are to be evaluated.

The method proposed in [8] is also reduced to the detection of the region of interest which contains the rotational symmetry focus. For this, the Radon transform of the binary figure is analyzed. It is shown that the upper estimates on the Jaccard index can be found by comparing the transform curves for the angles that are shifted by
the angle of rotation apart. As a result, the Jaccard index is calculated only for the focus positions with the upper estimate better than that of the initial approximation.


Fig. 3. a) The central symmetry focus search domain around the center of mass $r=\lambda R, \lambda=0.15$. b) The central symmetry function value in the neighborhood of the center of mass (red dot). The green dot marks the maximum value
In this study, we showed how the size of the circle or ellipse neighborhood containing the rotational symmetry focus can be obtained analytically. We also assume that the size is small relative to the size of the figure. To confirm this hypothesis, we estimated the performance of the proposed procedure as the ratio of the detected region size to the size of the circumscribed circle of the figure.

In general, approximation rather than the precise calculation of the geometric properties of a figure by statistical analysis of its coordinates or their projections can indeed be found in computational geometry and computer vision problems. For example, the paper [9] gives approximate estimates of the size of the bounding rectangular parallelepiped with its sides being parallel to the axes of the principal components relative to the min size bounding parallelepiped. The study [10] offers approximate estimates for the distance between convex polyhedra using their circumscribed ellipsoids.

## 1. Neighborhood definition

### 1.1. The general principle of determining the neighborhood containing the focus of the central symmetry

We will consider the basic case of degree 2 rotational symmetry (central symmetry). It is reduced to the comparison of the original image and the image rotated by 180 degrees.

The general approach to estimating the shape and size of the region which contains the optimal central sym-
metry is as follows. Let the figure $A$, for which we detect the focus position, be inscribed in the figure $B$. When rotated around the optimal focus by the same angle (and after any bijective transform in general), the $A^{\prime}$ and $B^{\prime}$ figures are generated, respectively. Then the figure $A^{\prime} \cap A$ is inscribed into the figure $B^{\prime} \cap B$. As we know the lower estimate of $\left|A^{\prime} \cap A\right|$, we can use it as the estimate from below for $\left|B^{\prime} \cap B\right|$, reducing the rotation parameters to the values for which this estimate is valid (Fig. 4).


Fig. 4. Illustration of upper bound of intersection estimation using enveloping figure. a) Original figure (blue and black), rotated figure (red and black), and their enveloping rectangles. b) The possible position of rotation point (the boundary of the yellow figure) with fixed intersection area between rotated (colored) and initial (black) rectangles

### 1.2. Circumscribed circle

As the circle is "isomorphous" in all directions, it is convenient to use circles circumscribed around the figures. Then $\left|B^{\prime} \cap B\right|$ for the fixed circle radius $r$ depends only on the distance $d$ from circle center to the pivot point. At $d \leq r$, the intersection of the circles is a lensshaped region consisting of two equally-sized circular segments (Fig. 5a). At $d>r$, the intersection is empty.


Fig. 5. a) The intersection of the circles is symmetrical about the point C. b) The intersection area share for the circle area vs. distance to the pivot point is expressed in fractions of the radius

Segments' angular value is $2 \arccos (d / r)$. Respectively, the area of the lens-shaped region is:

$$
L(d, r)=\left\{\begin{array}{cl}
2 \frac{r^{2}\left(2 \arccos \frac{d}{r}-\sin \left(2 \arccos \frac{d}{r}\right)\right)}{2}, & d \leq r,(1) \\
0 & d>r .
\end{array}\right.
$$

To remove the second argument, we will represent $d$ not as an absolute value but as a fraction of the radius $\hat{d}=d / r$. The area is also normalized to the total area of the circle $\pi r^{2}$ (to obtain a fraction of the area):

$$
L(\hat{d})=\left\{\begin{array}{cl}
\frac{2 \arccos \hat{d}-\sin (2 \arccos \hat{d})}{\pi}, & \hat{d} \leq 1  \tag{2}\\
0, & \hat{d}>1
\end{array}\right.
$$

Fig. $5 b$ shows the function plot. It is decreasing in $\hat{d}$ over the $[0,1]$ segment, so for $\left|A^{\prime} \cap A\right|=s$ the following statement is true: if the fraction of the intersection area is not less than $\hat{s}=s / \pi r^{2}$ of the area of the circumscribed circle $B$ with the radius $r$, the optimal pivot point is no farther than $r L^{-1}(\hat{s})$ from the center $B$, since only for such values the lens-shaped region sufficient to contain the entire intersection region is at its minimum. Note: for $\hat{s} \leq 0$, $L^{-1}(\hat{s})$ is assumed equal to $+\infty$.

To estimate $\left|A^{\prime} \cap A\right|$ from below, it would be natural to use some approximation of the optimal pivot point, e.g., the center of mass of the figure $A$. The circumscribed circle should have the smallest radius possible (its center does not have to be at the center of mass) to increase the fraction of the area and diminish the multiplier at $L^{-1}(\hat{s})$. The result is shown in Fig. 6. It leads to the conclusion that the estimate obtained so far is very imprecise.


Fig. 6. Minimum circumscribed circle-based estimate. The original figure is blue, the symmetric figure relative to the center of mass is red, and their intersection region is black. The circumscribed circles of figures have the same colors. The green circle is one of the circles which intersect the original circle producing a lens-shaped region with a size equal to the size of the intersection region. The turquoise circle is the neighborhood containing the optimal pivot point. The center of mass is the green dot. The turquoise point is the optimal focus

### 1.3. Circumscribed ellipse

An obvious disadvantage of the above method is the overestimation of elongated figures. The fraction of their area relative to the area of the circumscribed circle is low, which leads to a low $\hat{s}$ and a higher distance from the possible pivot point position to the center of the circle.

We will use an ellipse as the circumscribed figure. The ellipse equation is:

$$
\begin{equation*}
(\mathbf{p}-\mathbf{q})^{T} \mathbf{M}^{-1}(\mathbf{p}-\mathbf{q})=r^{2}, \tag{3}
\end{equation*}
$$

where $\mathbf{M}$ is a positive definite matrix, $\mathbf{q}$ is a center of ellipse. For a central symmetry with the center at $\mathbf{c}$ the point $\mathbf{p}^{\prime}$ such that $\mathbf{c}$ is the midpoint of the segment $\mathbf{p p}^{\prime}$ (in other words, $\mathbf{p}^{\prime}=2 \mathbf{c}-\mathbf{p}$ ) is symmetric to the point $\mathbf{p}$. Then for center of symmetry $\mathbf{q}^{\prime}=2 \mathbf{c}-\mathbf{q}$

$$
\begin{align*}
& \left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)^{T} \mathbf{M}^{-1}\left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)= \\
& ((2 \mathbf{c}-\mathbf{p})-(2 \mathbf{c}-\mathbf{q}))^{T} \mathbf{M}^{-1}((2 \mathbf{c}-\mathbf{p})-(2 \mathbf{c}-\mathbf{q}))=  \tag{4}\\
& =(\mathbf{q}-\mathbf{p})^{T} \mathbf{M}^{-1}(\mathbf{q}-\mathbf{p})=(\mathbf{p}-\mathbf{q})^{T} \mathbf{M}^{-1}(\mathbf{p}-\mathbf{q})=r^{2},
\end{align*}
$$

that is, $\mathbf{p}^{\prime}$ belongs to the ellipse with the center at $\mathbf{q}^{\prime}$ produced by shifting the original one. We will apply a linear transform of coordinates using the matrix. The transform maps point $\mathbf{p}^{*}=\mathbf{M}^{-1 / 2} \mathbf{p}$ to point $\mathbf{p}$. Therefore, $\mathbf{p}=\mathbf{M}^{1 / 2} \mathbf{p}^{*}$. After the transform, the points of the original ellipse are defined by the equation

$$
\begin{align*}
& (\mathbf{p}-\mathbf{q})^{T} \mathbf{M}^{-1}(\mathbf{p}-\mathbf{q})= \\
& \left(\mathbf{p}^{*}-\mathbf{q}^{*}\right)^{T}\left(\mathbf{M}^{1 / 2}\right)^{T} \mathbf{M}^{-1} \mathbf{M}^{1 / 2}\left(\mathbf{p}^{*}-\mathbf{q}^{*}\right)=  \tag{5}\\
& \left(\mathbf{p}^{*}-\mathbf{q}^{*}\right)^{T}\left(\mathbf{p}^{*}-\mathbf{q}^{*}\right)=r^{2},
\end{align*}
$$

that is the equation of a circle with the radius $r$. Note that the transform increases the areas by a factor of $\operatorname{det} \mathbf{M}^{-1 / 2}$ (or decreases by a factor of $\operatorname{det} \mathbf{M}^{1 / 2}=\sqrt{\operatorname{det} \mathbf{M}}$ ). Then, the area of the original ellipse is $\sqrt{\operatorname{det} \mathbf{M}}$ times of the circle area and is equal to $\pi r^{2} \sqrt{\operatorname{det} \mathbf{M}}$. Since the directions of the major axes of the original and rotated ellipses coincide, after the transform, both ellipses turn into circles. We can assume that the problem is reduced to the previous one (Fig. 7b).


Fig. 7. Minimum circumscribed ellipse-based estimate. a) Constructions in the original space. b) Constructions in the "expanding" space, reducing the problem to the case of circles. Refer to Fig. 6 for the colors

Since the affine transform does not change the ratio of areas, we can again apply the rule: if the fraction of the intersection area $\left|A^{\prime} \cap A\right|=s$ is not less than $\hat{s}=s / \pi r^{2} \sqrt{\operatorname{det} \mathbf{M}}$ of the circumscribed ellipse area $E$ defined by the equation $\left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)^{T} \mathbf{M}^{-1}\left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)=r^{2}$, the optimal pivot point is located inside a concentric figure obtained by compressing the original figure along the axes $L^{-1}(\hat{s})$-fold, that is, the ellipse defined by the equation $\left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)^{T} \mathbf{M}^{-1}\left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)=\left(r L^{-1}(\hat{s})\right)^{2}$ (refer to Fig. $7 a$ ). Note that this estimate is certainly no worse than the first one since the circle is a special case of the ellipse. For the figure shown in Figs. 6-7 the area of the elliptic neighborhood is $45 \%$ of the circle area.

### 1.4. Approximating circlelellipse

Another disadvantage of this approach is its low resistance to noise. If we add thin protrusions or, moreover, isolated points to the figure, the size of the circumscribed circle may increase dramatically, despite that neither the area nor shape of the figure changed significantly. We need an approach that ignores such shape changes as far as possible. We will relax the requirements for the ellipse. Now the ellipse is allowed not to cover the figure completely, but to cover as much of the figure as possible while having the smallest radius possible. For the ellipse $E$ let us suppose that a part of the figure $A$ with the area $s_{\text {in }}$ is inside it, and a part of the figure $A$ with the area $s_{\text {out }}$ is beyond it. Then $\left|A^{\prime} \cap A\right|$ is the sum of the intersection region areas inside and outside the elliptical lens-shaped region, and the former does not exceed $s_{i n}$, while the latter does not exceed $s_{\text {out }}$. We need to find the lower estimate of the lens-shaped region area. $s-S_{\text {out }}$ can be used as such. Then the estimate for the given ellipse is:

$$
\begin{equation*}
d \leq r L^{-1}\left(\frac{s-s_{o u t}}{\pi r^{2} \sqrt{\operatorname{det} \mathbf{M}}}\right) \tag{6}
\end{equation*}
$$

Fig. 8 shows an example of an estimate with this version of the method.


Fig. 8. Approximating ellipse-based estimate. The part of the figure outside the intersection of the ellipses is filled with pale colors. Otherwise, the colors are the same as in Figs. 6-7

### 1.5. Rotational symmetry of degrees greater than 2

So far, we considered central symmetry or rotational symmetry of degree 2 . The solution is reduced to the comparison of the Jaccard indices of the two figures.

When analyzing a degree $k>2$ symmetry, it is natural to make a general comparison $k$ of the figures $A_{0}, \ldots A_{k-1}$ resulting from rotations by

$$
\left\{\frac{2 \pi i}{k}\right\}_{i=0}^{k-1}
$$

The study [8] proposes to average the pairwise comparison metrics using the generalized Jaccard index

$$
\begin{equation*}
J^{(k)}(A)=\frac{\sum_{0 \leq i<j \leq k-1}\left|A_{i} \cap A_{j}\right|}{\sum_{0 \leq i<j \leq k-1}\left|A_{i} \cup A_{j}\right|} . \tag{7}
\end{equation*}
$$

As such a comparison is identical to the rotations by $\alpha$ and $-\alpha$, the problem can be simplified to $\lfloor k / 2\rfloor$ rotations:

$$
J^{(k)}(A)= \begin{cases}\frac{\sum_{i=1}^{\frac{k-1}{2}}\left|A_{0} \cap A_{i}\right|}{\sum_{i=1}^{\frac{k-1}{2}}\left|A_{0} \cup A_{i}\right|}, & k \text { isodd },  \tag{8}\\ \frac{\left(\sum_{i=1}^{\frac{k-1}{2}-1} 2\left|A_{0} \cap A_{i}\right|\right)+\left|A_{0} \cap A_{\frac{k}{2}}\right|}{\left(\sum_{i=1}^{\frac{k}{2}-1} 2\left|A_{0} \cup A_{i}\right|\right)+\left|A_{0} \cup A_{\frac{k}{2}}\right|}, & k \text { is even. }\end{cases}
$$

Since this value is monotonically dependent on the numerator, it is sufficient to optimize only the numerator. Let us consider the approximating circle and the result of its rotation by the angle $\alpha$ about a point located at the $d$ distance from its center. The center-to-center distance for the circles is $2 d \sin (\alpha / 2)$. Therefore, it is identical to the central symmetry when rotating around a point located at the $d_{0}=d \sin (\alpha / 2)$ distance (Fig. $9 a$ ). The area of the lens-shaped intersection region is

$$
L_{i}(\hat{d})=\left\{\begin{array}{l}
\frac{2 \arccos \left(\hat{d} \sin \frac{\alpha_{i}}{2}\right)-\sin \left(2 \arccos \left(\hat{d} \sin \frac{\alpha_{i}}{2}\right)\right)}{\pi}  \tag{9}\\
\hat{d} \leq 1 / \sin \frac{\alpha_{i}}{2} \\
0, \quad \hat{d}>1 / \sin \frac{\alpha_{i}}{2}
\end{array}\right.
$$

where $\hat{d}=d / r$ and $\alpha=2 \pi i / k$. Let us find the area of the lens-shaped regions using the weighted Jaccard index:

$$
\tilde{L}(\hat{d})= \begin{cases}\frac{1}{k-1} \sum_{i=1}^{\frac{k-1}{2}} 2 L_{i}(\hat{d}), & k \text { is odd }  \tag{10}\\ \frac{1}{k-1}\left(\left(\sum_{i=1}^{\frac{k}{2}} 2 L_{i}(\hat{d})\right)+L_{k}(\hat{d})\right), & k \text { is even }\end{cases}
$$

The functions are shown in Fig. $9 b$. They decrease over the segment

$$
\left[0,1 / \sin \frac{2 \pi\lfloor k / 2\rfloor / k}{2}\right],
$$

because it is a sum of other decreasing functions. We come to the expected conclusion: if the weighted, normal-
ized area of the lens-shaped region is not less than $\hat{s}$, then the pivot point is located no farther than $\tilde{L^{-1}}(\hat{s})$ from the center. Suppose the initial approximation is a point corresponding to the weighted sum (numerator $J^{(k)}(A)$ ) of the intersections $\bar{s}$, and a circle containing a part of the figure $A$ with the area $s_{i n}$ inside and the area $s_{o u t}$ outside is used as an approximating figure. Note that when rotated by any angle, a part of the figure with an area of no more than $s_{\text {out }}$ can be intersected outside the lens-shaped region. Therefore, the weighted intersection area inside the lensshaped region is at least

$$
\bar{s}-\frac{1}{k-1} \sum_{i=1}^{\left\lfloor\frac{k}{2}\right\rfloor}(2-[2 i=k]) s_{\text {out }}=\bar{s}-s_{\text {out }} .
$$

It results in the following estimate for the circle center to the pivot point distance:
$d \leq r \tilde{L}^{-1}\left(\frac{\bar{s}-s_{\text {out }}}{\pi r^{2}}\right)$.


Fig. 9. a) The lens-shaped intersection region of the circles when rotating around the point $C$ by the angle $\alpha=\pi / 3$.
b) Fraction of the lens-shaped region area of the circle area $v$ s. the distance to the pivot point expressed in fractions of the radius when rotating by angles in $\pi / 3$ increments

Unlike a circle, an ellipse has a degree 2 rotational symmetry and lacks any greater degree symmetries. For this reason, it does not seem reasonable to apply approximating ellipses to analyze the rotational symmetry with degrees greater than 2.

### 1.6. Construction of approximating figures

For our problem, the approximation is considered successful if the approximating figure has the smallest possible size while covering the original figure as much
as possible. It is natural to approximate in the regions with a high concentration of the original figure points. An obvious approach is to use approximating figures with their center at the center of mass of the figure. For ellipses, the approximating figure axes should coincide with the principal component axes. Let the figure $A$ have the center of mass

$$
\mathbf{q}=\frac{1}{|A|} \sum_{\mathbf{p} \in A} \mathbf{p}
$$

and the covariance matrix $\mathbf{M}=\frac{1}{|A|} \sum_{\mathbf{p} \in A}(\mathbf{p}-\mathbf{q})(\mathbf{p}-\mathbf{q})^{T}$.
For degree 2 symmetry, we consider concentric ellipses defined as $\left(\mathbf{p}^{\prime}-\mathbf{q}^{\prime}\right)^{T} \mathbf{M}^{-1}(\mathbf{p}-\mathbf{q})=r^{2}$. The best intersection region found is again denoted by $s$. The "outside" area of the figure $A$ vs. the radius of the ellipse relation is $s_{\text {out }}(r)$. We can assume that each ellipse produces a different estimate for the size of the ellipse containing the optimal focus:

$$
\begin{equation*}
d(r)=r L^{-1}(\hat{s}), \text { where } \hat{s}=\frac{s-s_{\text {out }}(r)}{\pi r^{2} \sqrt{\operatorname{det} \mathbf{M}}} \tag{12}
\end{equation*}
$$

since all the estimates are valid, we can pick the smallest one:

$$
\begin{equation*}
d \leq \min _{r>0} d(r) \tag{13}
\end{equation*}
$$

Fig. $10 a$ shows an example of the functions. A neighborhood constructed by this method is shown in Fig. 10b.


Fig. 10. a) Neighborhood size $d(r)$ and the lower estimate of the fraction of the inner area $\hat{s}(r)$ vs. the size of the approximating ellipse. The linear size of the circumscribed ellipse is assumed to be 1. b) The ellipse results in the minimum neighborhood size

It is difficult to analytically calculate the function $L^{-1}$ inversed to $L(\hat{d})$. We proposed to use a table of values or an approximated function

$$
\tilde{L}^{-1}(S)=1.0133-0.5132 S-0.49845 \sqrt{S} .
$$

The relative error of approximation does not exceed $1.25 \%$. We proceeded similarly when considering higherdegree symmetries:

$$
\begin{equation*}
d \leq \min _{r>0}\left(r \tilde{L}^{-1}\left(\frac{\bar{s}-s_{\text {out }}(r)}{\pi r^{2}}\right)\right) \tag{14}
\end{equation*}
$$

Note that using the center of mass and principal components to construct the approximating circles and ellipses is an intuitive heuristic. Generally, the search for an approximating figure which produces the minimum area region containing the optimal focus among all the possible circles or ellipses is still a problem to be solved.

## 2. Experimental search for a region containing the central (degree 2) symmetry focus

We processed 102 images from the Flavia image dataset [11] (32 images of plant leaves) and MPEG-7 CE Shape-1 Part B [12] (70 images from various categories). In all cases, the true position of focus of the rotational symmetry obtained by exhaustive search (brute force) was inside the estimated region.

Fig. 11 visualizes the size of the region calculated by (1). The region contains the rotational symmetry focus. The estimated region is shown in yellow. The true position of central symmetry focus marked as red dot.

Fig. 12 shows the detection of the region which contains the central symmetry focus. The area is inscribed in an ellipse constructed for the image.


Fig. 11. Detection of the region containing the central symmetry focus


Fig. 12. Detection of the ellipse-shaped region containing the central symmetry focus

Our key hypothesis was that the size of this region is small, so it is possible to apply a complete pixel enumeration procedure to find the true focus. To estimate the potential reduction of the enumeration space, we compared the size of the detected region in pixels with the size of the circumscribed circle and the size of a
smaller circle as proposed in [6]. Its radius was $15 \%$ of the radius of the circumscribed circle $\lambda R, \lambda=0.15$ (see the examples in Tab. 1). The efficiency of the region representation with an ellipse can be assessed as the ratio of the number of pixels inside the ellipse to the number of pixels inside the circle.

Tab. 1. Areas of the regions in pixels vs. the circumcircle and the number of pixels in the image

| Image | Ellipse area | Circle area | Circumcircle |  | Figure area, pxls | Time, ms |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\lambda=1.0$ | $\lambda=0.15$ |  |  |

As mentioned above, we processed more than 100 images from two datasets. The average ratio of the detected circle region to the circumcircle is 0.064 . The average ratio of the detected circle region to the smaller circumcircle is 2.251 . The same values for the elliptical regions are 0.055 and 1.997 , respectively. The efficiency of using an ellipse instead of circle, estimated as the ratio of the corresponding areas for the entire image dataset, was 0.804 .

For highly symmetric images (Jaccard index of the original and rotated figures exceeds 0.8 ), the size of the detected region is smaller than the arbitrary value suggested in [6]. On average, for all the images processed the value of the ratio of the areas of the found circle and the circle $\lambda R, \lambda=0.15$ turned out to be about two. If we consider only the images with a Jaccard symmetry index greater than 0.8 ( 34 out of 102), the ratio is 0.084 for the ellipse approximations. It should be noted that the region detected with the empirical rule did not always contain the focus (the focus was in the region $\lambda R, \lambda=0.15$ in 91 out of 102 cases).

In most cases, the proposed estimate gives an area significantly lower than the area with $\lambda=0.15$ The exceptions are figures which focus of rotational symmetry does not enter the area with radius $r=\lambda R, \lambda=0.15$, see examples in the Tab. 2.

## 3. Experimental search for a region containing the rotational (degree $>2$ ) symmetry focus

Tab. 3 shows the results of comparing the proposed method and the method based on the Radon transform [8] for starfish images taken from
https://australian.museum/learn/animals/sea-stars/sydneyseastars/ and http://www.jaxshells.org/starfish.htm dataset. The degree of symmetry was equal to the number of rays of the starfish. Red dots in the first row of images are rotational symmetry focuses for different angles of rotation, red dots in the bottom row are focuses averaged according to formula 7. Again, when the approximating circle covers a significant fraction of the image the size of the region detected with the methods is quite small. Being more complex, the Radon-based method is able to build regions of arbitrary, rather than only circular, shape and leaves fewer candidate points, but is much slower. At the same time, both methods successfully cope with the task and do not exclude the correct focus from consideration.

## Conclusion

This study proposes an analytical, Jaccard indexbased estimate of the size of a binary image region (circle or ellipse) that contains the rotational symmetry focus. The region size is the lower estimate of the intersection area as the approximating figures and taking into account the edge noise of the outline. The approximating figure is a circumscribed circle or ellipse. To verify the hypothesis that the size of the region is relatively small, we performed a simulation with image datasets. The results show that the detected regions always contained the focus, although sometimes the region size was significant. The circle region whose radius was chosen arbitrarily at $15 \%$ of the circumcircle radius $\lambda R, \lambda=0.15$, as suggested in [6], does not always contain the focus.

Tab. 2. Examples of some interesting cases

| Image | $S_{\text {circle }} / S_{\lambda=1}$ | $S_{\text {circle } / S_{\lambda=0.15}}$ | $S_{\text {ellipse }} / S_{\lambda=1}$ | $S_{\text {ellipse }} / S_{\lambda=0.15}$ | $S_{\text {ellipse }} / S_{\text {circle }}$ | The focus is in- <br> side the area <br> with $\lambda=0.15$ | Time, ms |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.009 | 0.343 | 0.007 | 0.248 | 0.724 | + | 41 |  |

based estimate of the size of a binary image region (circle or ellipse) that contains the rotational symmetry focus. The region size is the lower estimate of the intersection area as the approximating figures and taking into account the edge noise of the outline. The approximating figure is a circumscribed circle or ellipse. To verify the hypothesis that the size of the region is relatively small, we performed a simulation with image datasets. The results show that the detected regions always contained the focus, although sometimes the region size was significant. The circle region whose radius was chosen arbitrarily at $15 \%$ of the circumcircle radius $\lambda R, \lambda=0.15$, as suggested in [6], does not always contain the focus.
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Tab. 3. Detection of the region containing higher order rotational symmetry focuses for different angles of rotation

| Image Size | $555 \times 469$ | $482 \times 463$ | $1095 \times 989$ | $1105 \times 1048$ | $1343 \times 1359$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Result (Proposed method) |  |  |  |  |  |
| Region area (proposed) | 12204 | 9191 | 971 | 33493 | 117722 |
| Time, ms (proposed) | 38 | 23 | 270 | 191 | 286 |
| Result <br> (Radon transformbased method) |  |  |  |  |  |
| Region Area (Radon) | 2571 | 1944 | 344 | 9782 | 23749 |
| Time, ms (Radon) | 121 | 38 | 169 | 302 | 590 |
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