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Abstract  

This work is devoted to measuring the depth of the 3D object using the structured light method, 
in particular, phase shift profilometry. Theoretical studies on the methods of three-dimensional 
measurement systems and fringe projection profilometry are presented. The phase shift profilometry 
method with an improved calculation of the frequency of sinusoidal patterns is applied. In practical 
implementation in the environment (20 cm × 30 cm), the algorithm is tested on a stepped object 
consisting of eight steps with a difference of 150 m between two successive steps. In this case, the 
achievable error for measuring such an object is 20 m. Our method has great potential in industrial 
applications where the measurement of the smoothing of the surface of the object is needed to find 
the defect in the surface with high accuracy without contacting the object. 
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Introduction 

3D reconstruction methods allow scanning an object 
and get a map of all its spatial coordinates (methods for 
transferring an object from the real world into digital 3D 
space. These are used in many applications where it is 
necessary to accurately measure objects, such as checking 
the size of an object in industry or analyzing faults or 
damage in the object, manufacturing inspection, 
bio-medicine and virtual and augmented reality, 3D 
measurement also plays a critical role in additive 
manufacturing, also known as 3D printing [1]. 3D shape 
measurement techniques can be classified into two 
different categories, contact and non-contact, or based on 
the integration of the measurement information from a 3D 
vision sensor and a coordinate measuring machine (CMM) 
[2]. Contact methods measure and reconstruct 3D 
geometry by examining a 3D surface through physical 
touch. For example, a coordinate measuring machine 
(CMM) that can measure three-dimensional geometry 
using a precise carriage system or articulated probe. 
Disadvantages, the need for physical contact, it is 
undesirable to measure soft or deformable objects. To 
solve the problems associated with contact methods, 
non-contact 3D measurement methods have been 
developed and also are independent on the skill and the 
efficiency of the user. 3D optical scanning methods solve 
all these problems, that can collect data and build 3D 
object without touching it. There are several different 
types of 3D optical scanners that can be distinguished 
based on the technology used to collect data, such as: time 
of flight [3] (accuracy for the 3D scanner is 4 –10 mm). In 
a time of flight system, the scanner emits a pulse of laser 
light and receives the reflected pulse. The time is 
calculated, then multiplied by the speed of light in air, and 
divided it by two to get the distance. Structure from 

motion SFM [4] or stereo vision (accuracy for the 3D 
scanner is 5 –1 cm) [5] and structured-light SL (accuracy 
for the 3D scanner is 100 –10 m) [6, 7]. SL is a very 
popular non-contact 3D shape measurement technique 
with the advantages in terms of high measurement 
accuracy, high point density, high speed, and low cost. By 
projecting sinusoidal fringe patterns onto the object and 
capturing the corresponding deformed patterns modulated 
by the object surfaces, the depth information is encoded 
into the phase of the distorted fringe images. These 
sinusoidal fringe-based SL techniques are often referred to 
as fringe projection profilometry (FPP) [8]. Over the past 
twenty years, a huge number of articles and papers have 
appeared on fringe projection techniques and its 
application as review [9]. Phase profilometry (PSP) was 
first introduced in 1984 [10]. PSP multiple-shot methods 
are more reliable and accurate than Fourier transform 
profilometry FTP methods [7]. In addition, the PSP 
measurement is quite robust to ambient light and changing 
surface reflectance. However, the PSP methods require 
more time to obtain multiple fringe patterns, and the object 
should remain motionless during the projection of multiple 
fringe patterns. Accuracy is more important to us than 
execution time, so we applied PSP method. The method 
presented in this article can correct the frequency of the 
sinusoidal pattern on a reference surface by applying the 
phase shift profilometry algorithm. 

In our case, as shown in the Fig. 1, the optical system 
consists of one IP camera (Daheng) with high resolution 
(4096 × 2048) and a projector (XGIMI) with resolution 
(1920 × 1080); the projector is perpendicular to the 
reference plane, the angle between the optical axis of the 
camera and the optical axis of the projector is 20 degrees, 
the distance between the camera and the projector is 
d = 200 mm, and the distance between the camera and the 
reference plane, L = 5200 mm, h is the depth of the object 
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at the point A, the points B,C are located on the reference 
plane, the coordinate of point C on the X-axis is xC and the 
coordinate of point B on the X-axis is xB. 

 
Fig. 1. Optical geometry for fringe projection 

The rest of the paper is organized as follows. Calibration 
camera-projector is presented in section 2. In section 3, the 
algorithm steps are explained. The analysis and reduction of 
error sources for PSP are discussed in Section 4. The 
experimental results are displayed in section 5. The last 
section contains conclusion and future works. 

Calibration camera-projector 

The projector-camera pair works as a stereo system, 
with the advantage that a well-chosen projection template 
simplifies the task of finding point matches. In such 
systems, the projectors are modeled as inverse cameras, 
and all the considerations known for passive stereo 
systems can be applied almost unchanged. However, the 
calibration procedure must be adapted to the fact that

 projectors cannot directly measure the pixel coordinates 
of 3D points projected onto the projector’s image plane, as 
cameras do. Field of view, zoom, focus, and other 
parameters must be adjusted in both the projector and the 
camera to match the size of each target and scan distance. 
Therefore, structured lighting systems need to be 
calibrated before each use to ensure the best possible 
result, making the simplicity of the calibration procedure 
as valuable as its accuracy. To estimating the coordinates 
of the calibration points in the projector image plane using 
local homographs. First, a dense set of correspondences 
between the pixels of the projector and the camera are found 
by projecting onto the calibration object an identical 
sequence of patterns, which is subsequently projected to 
scan the target. Secondly, the set of correspondences is used 
to calculate the group of local homographs, which allow 
one to find the projection of the points of the calibration 
object onto the image plane of the projector with subpixel 
accuracy. At the end, the data projector is calibrated like a 
regular camera. A calibration target (a symmetric circular 
grid board (rows = 51 × columns = 51)) is selected and the 
distance between two consecutive centers is equal to 2 mm. 
A structured light system calibration algorithm is 
implemented [11]. The software is written in python and 
Visual Studio using the OpenCV library. The calibration 
results show that the projection error is 0.19 pixels.  

Algorithm steps 

The goal of structured light techniques is to provide 
encoded images (in which the object’s height is 
embedded) obtained by projecting periodic patterns in 
order to reconstruct the 3D object with triangulation. In 
this section, phase shift profilometry method is explained. 
A block diagram of 3D construction is shown in Fig. 2. 

 
Fig. 2. Flow chart of fringe projection profilometry 

The purpose of the phase shift is to obtain a relative phase 
map of the scanned object with respect to the plane. The 
principle of phase shift is as follows: we consider the vertical 
pattern of sinusoidal stripes, since the intensity is the same for 
vertical transfers, but changes sinusoidally along the 

horizontal axis. N sinusoidal patterns are generated. Each 
pattern is shifted from the previous pattern by the angle 2 /N, 
and projected onto the object. X-axis and Y-axis form the 
reference plane. The deformed fringe patterns captured by the 
camera, denoted as In

 (x, y) defined by Eq. 1:  
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Where In
 (x, y) – intensity value in the coordinates (x, y) 

of frame nth, A (x, y) – constant component (background), 
B (x, y) – modulation signal amplitude,  (x, y) – is the 
corresponding wrapped phase, which can be extracted 
using the following Eq. 2 [10]:  
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Since the arctangent function contains a 2 modulo 
discontinuity,  (x, y) is called a wrapped phase map. So in 
order to obtain a continuous phase map, unwrapped phase 
is required to obtain a continuous phase map. The 
Relationship between the wrapped phase and the 
unwrapped phase defined by Eq. 3 [12]:  

( , ) = ( , ) 2 ( , ) ,unwrapped wrappedx y x y k x y     (3) 

where k (x, y) is the integer number to represent fringe 
orders. 

Once a wrapped phase is detected, the value of 2 is 
either added, or subtracted, to/from this sample and also 
from all the further samples until the jump is less than . 
The difference between the current sample and its directly 
adjacent left-hand neighbour is calculated. 

1. If the difference between the two is larger than + , 
then subtract 2 from this sample and also from all the 
samples until the jump is less than .  
2. If the difference between the two is smaller than – , 
then add 2 to this sample and also to all the samples 
until the jump is less than – .  
Phase to height. The depth value of this reference plane 

can be determined using simple trigonometry, as shown in 
the following Fig. 1. 

The idea is to capture structured light patterns on a flat 
surface and view the resulting phase image as a reference. 
According to Fig. 1, the depth from point A to the base 
plane can be calculated using the following triangle 
relation given by Eq. 4:  

. .
= = .

BC L BC Lh L h h
BC d d BC d

 


  (4) 

Where, | BC | = | xC
 – xB | equal to the proportional 

difference of the measured phase with B and C, which is 
known after the decoding process. Eq. 4 is approximated 
with a linear relation based on the assumption that L is 
much larger than h. 

In general,  (x, y) depends on the coordinates x, y in the 
deformed image. In our case, when the height is constant, 
 (x, y) is only depends on x because the intensity of the 
pattern is the same for vertical transfers but changes 
sinusoidally along the horizontal axis, So we can write Eq. 5: 

0( , ) = 2 ,x y f x const    (5) 

where f0 is the fundamental frequency of the sinusoidal 
pattern.  

Relationship between phase and distance | BC |: 
When h = 0, from Eq. 5, we can write const = 0, where 0 
represents the phase without the object on the reference 
plane, then the deformed image at points B and C can be 
expressed by Eq. 6:  
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After the object is placed on the reference plane, the 
point A is projected on the sensor of the camera instead of 
the point B with different value of the intensity, from 
Eq. 5, we can write const = 1, where 1 represents the 
phase when the object on the reference plane. The 
deformed interference pattern seen through the camera can 
be written by Eq. 7:  

1 0 1( , ) = cos(2 )= cos( ).B B AI x y A B f x A B       (7) 

The intensity observed at A on the object is the same as 
that observed at C on the reference plane,then from Eq. 6 
and Eq. 7, the following relation can be deduced Eq. 8:  
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The Eq. 8 expresses the relationship between the 
distance |BC| and the phase map. The relation between the 
phase and the height of the object can be concluded from 
Eq. 4 and Eq. 8 as given by Eq. 9: 
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Analysis and reduction of error sources for PSP 

There are many causes of phase error, the main causes 
are classified as: intensity noise, non-linearity error, 
detector saturation. 

1. intensity noise. Sources of intense noise include 
unstable ambient lighting, projector lighting noise, 
camera/projector flicker, camera noise, and 
quantization. A captured image with stripes suffers 
from intensity noise. Assuming that the intensity noise 
is additive, Gaussian (0, n). The standard deviation of 
phase error  is defined by Eq. 10 [13].  

2= .
*

n

N B F
  (10) 

Where N is the number of patterns, B is the intensity 
modulation, F the number of stripes in the pattern. 
Increasing the number of patterns can improve 
accuracy. However, the execution time increases. The 
number of patterns 3 is chosen from a trade-off 
be-tween runtime and accuracy then he number of 
patterns 7 is chosen to enhance the accuracy. 
Increasing the number of stripes can increase the range 
of phase change to obtain more detailed information of 
the measured object and improve the measurement 
accuracy of the system. However, the higher F of 
captured fringe patterns is, the fewer pixels in one 
stripe period (period of sinewave), which causes the 
lower measurement accuracy of the system and also 
using Higher F introduces phase ambiguities in the 
reconstruction process. There is a problem of 
saturation when sinusoidal wave is projected on the 
object. To solve this problem, the intensity of the 
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pattern is scaled in range [20,220] instead of [0,255]. In 
Our case (N = 7, B = 200, F = 90). 

2. Nonlinearity error. The main cause of the nonlinear 
mapping between projector input and captured 
image intensity is gamma factor [14], that leads to 
distortions in the fringe profiles. In addition, a 
non-sinusoidal waveform is approximated by an 
ideal sinusoidal function if high-order harmonics are 
not taken into account. Specifically, based on the 
Fourier series expansion, non-sinusoidal waveform 
can be written as Eq. 11:  

0
=1

2= cos[ (2 )] [0, 1].n k
k

I A B k f x n n N
N

       (11) 

An average filter is applied to minimize the influence 
of higher harmonics, but this improvement results in a 
decrease in fringe contrast and SNR. In addition to 
high frequency detail, the object’s surface can also be 
reduced. So, we applied the mean filter with small 
kernel (7 pixels). Another method is suggested to 
correct the period of fringe [15]. Where, homographic 
transform is applied between projection pattern and 
captured image plane. In fact, standard N-step phase 
shifting algorithms have certain resistance to the 
nonlinearity error inherently. In the state-of-the-art 
research, nonlinearity compensation methods are used, 
which can be divided into two categories: active 
methods (correction before image projection) and 
passive methods (correction after image projection). 

3. Intensity saturation. When the exposure time of the 
camera is too long or the fringe pattern is projected 
onto a highly reflective object, it causes a truncated 
intensity of the fringe pattern and thus leads to an error 
in the phase calculation. Intensity saturation can also 
be considered as a special kind of non-linearity error, 
so the large number of patterns can eliminate the 
saturation error. To compensate for the phase error 
caused by saturation, many methods have been 
proposed. According to the reflectivity of the object 
surface, camera exposure is adjusted, intensity and 
contrast of the projected fringe pattern is adjusted.  

Experiments 
The fundamental frequency is constant if the captured 

image with the stripes on the reference plane is perfect as 
seen in the Fig. 3, where Fig. 3a perfect pattern with 
stripes, Fig. 3b one row from the pattern, Fig. 3c fourier 
transform of one row, Fig. 3d changing fundamental 
frequency along row. For ideal pattern with stripes, there is 
one constant fundamental frequency in Fourier transform 
as illustrated in the Fig. 3c, but in the practical the 
captured image is not perfect. The fundamental frequency 
changes with the x-axis. We can consider each period of 
the sine wave along the axis x in the captured pattern, it 
has a different fundamental frequency as in Fig. 4d, in 
order to improve the measurement. In the case of N = 3, the 
phase of the error is independent on the second harmonic 
[16]. So, the second frequency in the Fig. 4c can be 
neglected, as well as to simplify the calculation.  

 a)   b)  

c)   d)  
Fig. 3. (a) Perfect pattern with stripes, (b) one row from the pattern, (c) Fourier transform of one row, 

 (d) changing fundamental frequency along row 

We implemented algorithms using Visual Studio 2022, 
python3.9, Opencv4.6, and also matlab2021 for drawing 3D 
on a laptop running Windows 10 with core i7 2.2GHz 

processor. The method is tested on many objects with field of 
view (20 cm, 30 cm). The algorithm was tested on a 
three-dimensional object with eight steps, each step 
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exceeding the previous step by 150 m. Sinusoidal patterns 
are projected onto the object by the projector, then the image 

is captured by the camera, as shown in Fig. 5a, wrapped 
phase Fig. 5b, 2D heat map Fig. 5c, 3D map Fig. 5d. 

a)   b)  

c)   d)  
Fig. 4. Practical pattern with stripes, (b) one row from the pattern, (c) Fourier transform of one row, (d) changing fundamental 

frequency along row 

a)   b)  

c)   d)  
Fig. 5. (a) Striped image, (b) wrapped phase, (c) 2D heatmap, (d) 3D map 

The profile of the 3D shape is drawn in Fig. 6 in three 
different cases, with the constant frequency and 
approximate the relation between phase and height as a 
propositional (linear) relation, without approximate Eq. 4, 
without approximate with change frequency.  

When the variable fundamental frequency along the 
x-axis is applied in Eq. 9, the depth will be adjusted at 
some points up to about 200 m according to the depth 
with constant fundamental frequency. Thus, the depth 
measurement along the X-axis is improved. 

The algorithm is carried out with different number of 
patterns. (N = 3,7,9). The result is shown in the Fig. 7. As 
noted, the accuracy is increase with increasing the number 
of patterns. If N is greater than 7 the accuracy is improved 
slightly. We found that the 3-step phase shift algorithm is 
sensitive to non-linearity error, with 7-step and above, the 
algorithm is almost insensitive to non-linearity error. The 
error in the measurement is less than 20 m. 

According to the experimental results: The amplitude of 
the noise is measured by applying the algorithm on the 
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reference plane 10 times, after that the mean value of the 
amplitudes is calculated. The amplitude of the noise is about 
10 m. Approximation of the relation between the phase and 
height to the linear relation in Eq. 4 is possible to simplify 

and speed up the calculation, with the standard deviation less 
than 4 m. Phase shift profilometry algorithm was applied, 
and good results were obtained with an error of up to 100 m 
with N = 3 and 20 m with N = 7. 

 
Fig. 6. Profile (the middle row in the object) 

 
Fig. 7. Comparing profiles with different numbers of patterns (3, 7, 9) 

Conclusions and future work  

In this article, structured light method is presented 
for 3D measurement. Phase shift profilometry algorithm 
is reviewed theoretically and applied to measure the 
depth of 3D object. The fundamental frequency of the 
projection pattern is considered variable and formulated 
to improve the measurement. The results are shown, the 
depth error is less than 20 m. For better results, we 
suggest: using lens with long focal length and neutral 
filter for projector to increase the accuracy and 
eliminate the spikes in the images. Using telecentric 
lenses to solve the problem of scaling and perspective 
projections. Optical scattering behaves differently on 
the surface of different objects, so optimizing projector 
brightness and camera exposure is an important factor 
requiring further research. 
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