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Abstract: Anomaly detection deals with identification of items that do not conform to an expected pattern or items 

present in a dataset. The performance of the various mechanisms that are employed to execute anomaly detection is 

strongly dependent on the set of features that are utilized. Thus, not every feature in the dataset may be employed in 

the classification operation since certain characteristics may result in poor solution quality. Feature selection (FS) may 

reduce the size of high-dimensional datasets by eliminating unimportant features. Modified binary grey wolf optimizer 

(MBGWO) is a successful metaheuristic that has been used for FS in anomaly detection. Nonetheless, the MBGWO 

is a randomization population-based algorithm that has an issue in finding a good quality solution during the initial 

population procedure. Thus, this study proposes a heuristic modified binary grey wolf optimizer (heuristic MBGWO) 

algorithm for FS in intrusion detection to enhance the initial population of the MBGWO using a heuristic-based ant 

colony optimization algorithm (ACO). The heuristic MBGWO algorithm was evaluated on NSL-KDD benchmark 

dataset from the University California Irvine (UCI) repository against five (5) benchmark metaheuristic algorithms. 

experimental results of the heuristic MBGWO algorithm on the NSL-KDD dataset in terms of the number of chosen 

attributes and classification accuracy are superior to other benchmark optimization algorithms, where it obtained the 

best features with 99.85% classification accuracy. The proposed heuristic MBGWO algorithm can be used for FS in 

anomaly detection tasks that involve any dataset size from various application domains.  

Keywords: Grey wolf optimizer, Classification, Feature selection, Optimization, Anomaly detection. 

 

 

1. Introduction 

The activity of detecting abnormalities or assaults 

in information systems is known as intrusion 

detection [1]. In intrusion detection, two types of 

detection are known as anomaly-based detection and 

signature-based detection. The signature-based 

detection process is efficient in detecting known 

attacks/anomalies and operates by checking the data 

in a system’s memory or network traffic for specific 

patterns. Anomaly detection systems function by 

watching the behaviour of the whole system, traffic, 

data or objects, and then comparing it to expected or 

normal behaviour. Thus, any behaviour that is 

different from the norm is seen as a possible attack. 

However, anomaly detection has become the 

preferred method since it is difficult to discern 

between various sorts of attacks in high-dimensional 

data [1].  

Attackers have adept at producing malware with 

the ability to alter their structure (polymorphism). 

Moreover, after an attack is discovered, time is 

needed to observe and produce an action within the 

anomaly detection system. Machine learning and 

artificial intelligence are required for anomaly 

detection [2, 3]. Classification in anomaly detection 

systems helps to detect a pattern to differentiate 

between normal and non-normal data. The 

performance of various machine learning techniques 

used to identify anomalies in systems or data is 

largely dependent on the features that are used.  

Feature selection (FS) is a technique for removing 

noisy, irrelevant, and redundant data while 

recognizing useful features [4]. Feature selection can 



Received:  October 4, 2022.     Revised: December 3, 2022.                                                                                            411 

International Journal of Intelligent Engineering and Systems, Vol.16, No.1, 2023           DOI: 10.22266/ijies2023.0228.36 

 

speed up data mining algorithms and improves 

predictive accuracy. Redundant features supply no 

more knowledge than the irrelevant features, and 

chosen features provide no usable information. 

Feature selection has been used effectively in 

different application domains. Better detection 

accuracy may be achieved by applying FS techniques 

to the data before the anomaly detection system 

analyses the features [5].  

The advantages of FS in data mining 

classification are as follows: i) develops predictive 

accuracy, ii) improve the process time of an 

algorithm for data mining, iii) enhances inductive 

learning, iv) increases comprehensibility, and v) 

reduces the complexity of model. In general, there are 

three techniques for FS: wrapper, embedding, and 

filtering [6]. In the FS context, the filter is faster but 

poorly in providing the quality of solution and more 

complicated than the wrapper [7, 8]. In the embedded 

approach, inside its framework the learning algorithm 

creates its own optimization tools [9]. The wrapper 

approach is widely utilized due to its efficiency in 

handling more massive and complex datasets than the 

filter and embedded approaches [10]. However, 

different approaches have been suggested for solving 

FS issues, such as metaheuristic, heuristic, and 

evolutionary[11]. 

Using metaheuristic algorithms in solving FS 

problems is popular because it provides near-optimal 

solutions [12]–[16]. Metaheuristic algorithms are 

computational intelligence models specifically 

utilized for solving complicated optimization 

problems.  

Grey wolf optimizer (GWO) was first suggested 

in 2015 for data extraction [17], which is a process in 

FS and classification [18]. The success of the GWO 

drives researchers to use this algorithm to resolve 

different kinds of optimisation problems as it takes 

one vector of location which needs less memory 

compared to other swarm intelligence methods like 

particle swarm optimisation (PSO) that requires 

memory to hold velocity and position vectors [19]. 

Moreover, the GWO algorithm has become more 

interesting is solving FS issues as shown in Fig 1.  

The modified binary GWO (MBGWO) which has 

been proposed for FS selection [20] has an issue for 

identifying an acceptable quality solution involving 

reduced exploration. To search a vast area, each wolf 

in the MBGWO algorithm needs to explore more 

areas. The procedure of the initial solution in the 

MBGWO is influenced by random selection whereby 

selecting even one wrong feature will affect the 

solution’s quality [20–22].  

This paper proposed a heuristic MBGWO 

algorithm to overcome the problem of random initial  
 

 
Figure. 1 Grey wolf social structure 

 

 
Figure. 2 Grey wolf social structure 

 

population. Main advantages of this paper are the 

heuristic approach in choosing the features subset. 

The main benefit of this approach is that it can find 

an ideal or nearly ideal solution in a high-dimensional 

dataset. The suggested algorithm is assessed using 

NSL-KDD dataset from University California Irvine 

(UCI) repository together with five benchmark 

metaheuristic algorithms.  

This paper is organized as follows. Section 2 

describes the mathematics of MBGWO optimization. 

Section 3 describes the proposed heuristic method. 

Section 4 presents the data and experimental design. 

The results are presented in section 5, and finally, 

section 6 summarizes the findings and future research. 

2. Modify grey wolf optimizer 

The MBGWO is a modern mechanism in the 

stock of swarm intelligence (SI) algorithms 

supported by hunting and leadership behaviour. 

There is a collective of social hierarchy that 

recognises the power and dominance in every set of 

wolves in the pack. The MBGWO relies on the 

hunting and leadership behaviour of grey wolf packs. 

The most potent and effective wolf in feeding 

migration and hunting is called alpha (α), this wolf 

guides and leads the full pack. The next dominant  
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Table 1. List of notations 

Symbol Description 

W Best solution/location 

A&C Coefficient vectors  

r Random vectors in [0, 1] 

a Linearly decrement parameter 

bi Number of samples in every 

attribute 

F-score (𝐹𝑖) Heuristic information 

c Class numbers in the dataset 

ni Number of patterns in class 

xi The average of all the samples 

xki & rki Variance and mean of class 

Sw & SB Scatter matrix 

𝜇𝑗 Pattern average vector of all class 

Mo Pattern average vector of each class 

entire data points 

𝜏𝑖(𝑡) Quantity of pheromone 

∆𝜏𝑖
𝑘 Extra increment of pheromone 

𝐹𝑆𝑘 Attribute subset founded by ant 

NF Features subset 

AC Accuracy 

 

wolf, called beta (β), will be a leader if alpha is sick 

or dead. Other wolves which are less effective than 

alpha and beta, are called omega (ω) and delta (δ). 

This characteristic of swarm intelligence is the 

MBGWO algorithm’s main motivation. The wolves’ 

social hierarchy is shown in Fig. 2, where the 

simulation stringent in hunting and leadership 

classifies the wolves into four kinds depending on 

their leadership (fitness) [17]. 

The MBGWO algorithm uses a set of random 

locations to start the optimization process. At the 

same time, there is a vector for each position that 

preserves the amounts for the parameters. The initial 

phase of each repetition is to calculate the fitness 

value of each location. Thus, every position is 

prepared with a variable to save its fitness. The four 

vectors and three variables save the fitness value and 

positions of the best wolves in the memory. In the 

MBGWO the four vectors alpha, beta, delta and 

omega agents are required to be updated before the 

position updating process. Distances between the 

three wolves/variables and the present solution must 

be determined before a new wolf position can be 

determined. The four variables in updating the 

location of the solutions are then calculated. In this 

paper, the notations used are summarized in Table 1.  

New wolf locations are computed based on the 

four best places/solutions, as shown below: 

 

�⃗⃗⃗� 
(𝑡+1) =

�⃗⃗⃗� 1+W2+W3+�⃗⃗⃗� 4

4
                              (1)    

                                                    

where �⃗⃗⃗� 
1,W2, �⃗⃗⃗� 

3,W4 are defined as: 

 �⃗⃗⃗� 
1 = |W𝛼 − 𝐴 1. �⃗⃗� 𝛼| 

 �⃗⃗⃗� 
2 = |�⃗⃗⃗� 

𝛽 − 𝐴 2. �⃗⃗� 𝛽|                                             (2) 

 𝑊3 = |�⃗⃗⃗� 
𝛿 − 𝐴 3. �⃗⃗� 𝛿| 

 W4 = |�⃗⃗⃗� 
𝜔 − 𝐴 4. �⃗⃗� 𝜔| 

 

�⃗⃗� 𝛼 = |𝐶 1. �⃗⃗⃗� 
𝛼 − �⃗⃗⃗� | 

�⃗⃗� 𝛽 = |𝐶 2. �⃗⃗⃗� 
𝛽 − �⃗⃗⃗� |                                                    (3) 

�⃗⃗� 𝛿 = |𝐶 3. �⃗⃗⃗� 
𝛿 − �⃗⃗⃗� | 

�⃗⃗� 𝜔 = |𝐶 4. �⃗⃗⃗� 
𝜔 − �⃗⃗⃗� | 

 

The variables, �⃗⃗⃗� 
𝛼 , �⃗⃗⃗� 

𝛽 , �⃗⃗⃗� 
𝛿 , �⃗⃗⃗� 

𝜔  are the four best 

solutions at iteration t, 𝐶 1, 𝐶 2, 𝐶 3, 𝐶 4  and 

𝐴 1, 𝐴 2, 𝐴 3, 𝐴 4 are the coefficient vectors  calculated 

as in Eqs. (4) & (5) [17]: 

 

𝐴 = 2𝑎 . 𝑟 1𝑎                                                  (4) 

 

𝐶 = 2𝑟 1                                                       (5)  

 

During the iterations 𝑟 1 ,  𝑟 2  are the random 

vectors in [0, 1],and 𝑎  decrease linearly from 2 to 0. 

Updating the value of the parameter (a) is performed 

as in Eq. (6) [17]: 

 

a=2−𝑡(
2

𝑇
)                                                    (6) 

 

Consequently, it is hard to implement a solution 

to FS problems without making certain modifications. 

Thus, to find solutions to FS issues, there should be a 

procedure that can convert the general method into its 

binary versions. Many binary versions have been 

proposed in the literature, such as crossover [18], 

sigmoid [23], and tanh functions [24].  

In SI algorithms, initialization for the population 

is a crucial part that can significantly impact their 

performance. In addition, this initialization is 

dependent on the issue to be addressed, since it may 

cause the algorithm to provide low-quality solutions. 

Thus, finding an acceptable quality solution with less 

exploration is a challenge for the MBGWO. Each 

wolf in the MBGWO algorithm needs to search more 

region in order to cover the search space. Random 

selection plays a role in the MBGWO initial solution 

process because choosing one incorrect feature might 

have an impact on the outcome. Random 

initialization techniques have been used for the SI to 

progress its performance. A binary particle swarm 

optimization (BPSO) for FS to achieve a good subset 

of features was proposed for better classification 

accuracy and shorter computational time [25] [26]. 

The proposed algorithm shows that the BPSO is 

powerful to select relevant features from different 
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dataset sizes. 

Enhancement of the SVM classifier using a 

binary dragonfly (BDF) was proposed in 2017 [27], 

for FS which demonstrates that the algorithm 

compatibity to binary bat algorithm and BPSO. The 

results show that the BDF algorithm obtains a smaller 

number of selected attributes and obtains a high 

classification performance. It also produces better 

solution quality and adaptively converges faster. 

An enhanced binary harris hawks optimizer 

(BHHO) for FS proposed by Thaher [28] is a 

potentially effective strategy for handling high-

dimensional real-world datasets. The wrapper 

approach was used to obtain the best subset of 

features. The classification accuracy was improved 

with the lowest number of attributes. 

In all earlier published studies, the procedure of 

the initial solution is influenced by random selection 

whereby selecting even one wrong feature will affect 

the solution’s quality [20]–[22]. In this study, a 

method to obtain an initial population with good 

quality (classification accuracy) by using the 

heuristic from the ant colony optimization (ACO) 

algorithm is proposed. The ACO memory has an 

advantage that can help to learn from previous 

solutions to avoid the limitation for the random initial 

population in the MBGWO and enhance the 

MBGWO for FS in anomaly detection. 

3. Proposed heuristic initialization 

mechanism for MBGWO 

The heuristics population initialization 

mechanism is based on the ACO heuristic concept. 

The mechanism consists of a heuristic function, 

probabilistic rule and pheromone update strategy. In 

the initial population mechanism for the family of 

grey wolf optimizer algorithm which include the 

GWO, modify GWO, binary GWO and MBGWO 

algorithms, the population were randomly initialized 

which has affected the solution’s quality [29].  

Fig. 3 presents a low-level description of the 

ACO heuristic population initialization mechanism 

which aims to produce solutions by selecting features 

that maximise classification accuracy.  

The first step of the ACO heuristic initialization 

is to initialize the pheromone array with an amount of 

pheromone that is inversely proportionate to the 

amount of features in the dataset using  Equation (7)  

[30]: 

 

𝜏𝑛(𝑡 = 0) =
1

∑ 𝑏𝑖 𝑎
𝑖=1

                                  (7) 

 

where a is the total amount of attributes, and bi is  
 

 
Figure. 3 Heuristics initial population mechanism 

 

the overall number of samples in every attribute. The 

second step is a loop which will be executed until a 

termination case is met. In this study, the number of 

attributes in the dataset is similar to the number of 

iterations used. The heuristic information for every 

attribute is measured by F-score (𝐹𝑖) from the filter-

based FS using Eq. (8) [31]: 

 

𝐹_𝑆𝑐𝑜𝑟𝑒(𝐹𝑖) =
∑ 𝑛𝑖(𝑥𝑖

𝑘−𝑥𝑖)
2𝑐

𝑘=1

∑ 𝑛𝑖(𝜎𝑖
𝑘)2𝑐

𝑘

                        (8) 

 

where c is the class numbers in the dataset, ni is 

the number of patterns in class i, xi displays the 

average of all the samples identical to feature Fi, and 

also xki and rki denote the variance and mean of class 

k identical to feature Fi. A big F-Score value means 

that feature Fi has a greater characteristic capability. 

Another iteration is performed in the third step which 

is to randomly initialize the feature subset size. There 

is another loop to compute probability and select 

features which is equal to feature subset size. Then, 

the ants will choose an attribute which is the least 

similar to the previous chosen attribute. The new 

chosen attribute reflects the highest dependence on 

the target class and dependence, 𝑛(𝐹𝑖|, 𝑉𝐹𝑖) , is 

computed using Eq. (9) [31]: 

 

Input: training set 

Output: features subset 

Step 1- Initialize pheromone  

            Initialize parameters A, C & a 

Step 2- For i = 1 to no. of features  

                 Compute F-score for each feature 

              

Step 3- Initialize features subset size randomly 

             For i = 1 to subset size  

                 Compute probability for each feature 

                 Select feature with highest probability 

            End 

Step 4- Evaluate feature subset 

Step 5- Update pheromone  

Step 6- Find best four features subsets  

Step 7- while “not converge” do 

               For each agent 

                Update positions according to the best 

wolves 

                    

               Update parameters A, C & a 

               Evaluate wolves’ positions  

               Update the best four positions 

          End while  

Step 8-Return best solution 
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𝑛(𝐹𝑖|, 𝑉𝐹𝑖) = 

[𝐹 − 𝑆𝑐𝑜𝑟𝑒(𝐹𝑖) −
1

|𝑉𝐹𝑘|
∑ 𝑠𝑖𝑚(𝐹𝑖, 𝐹𝑥)] 𝐹𝑥∈𝑉𝐹𝑘

    (9) 

 

where sim (Fi, Fx) denotes the similarity value 

between features Fx and feature Fi. In the 

probabilistic process, the kth ant chooses the next 

attribute Fj with a probability of Pk (VFk, Fj) this is 

calculated as in Eq. (10) [31]: 

 

𝑃𝑘(𝐹𝑗, 𝑉𝐹𝑘) =
[𝜏𝑗]

𝛼
[𝑛(𝐹𝑗,𝑉𝐹𝑘)]

𝛽

∑ [𝜏𝑢]𝛼
𝑢∈𝑈𝐹𝑖

𝑘 [𝑛(𝐹𝑢,𝑉𝐹𝑘]𝛽
                 (10) 

 

Every feature has the same chance of being 

chosen as its probability value, that is calculated as in 

Equation (10). The fitness of each ant's solution is 

assessed in the fourth phase using a specifically 

formulated separability index that was realized in 

getting the optimum linear grouping of attributes in 

the case of two class difficulties. The separability 

index is described by Eq. (11) [31]: 

 

𝛾(𝐹𝑆) = 𝑡𝑟𝑎𝑐𝑒(
 𝑊𝑇𝑆𝐵 𝑊

 𝑊𝑇𝑆𝑊 𝑊
)                                  (11) 

 

where W the diversions matrix from the unique l-

dimensional subspace to the n-dimensional space 

identical to the chosen subset FS, Sw, within scatter 

matrix, SB between scatter matrix that are measured 

as in Eqs. (12) & (13) [31]: 

 

𝑆𝑤 = ∑ 𝜋𝑗𝜀𝑗
𝑐
𝑗=1                                                 (12) 

𝑆𝐵 = ∑ (𝜇𝑗 − 𝑀0)(𝜇𝑗 − 𝑀0)
𝑇𝑐

𝑗=1                     (13) 

 

where 𝜋𝑗  is the a priori possibility in which a 

sample related to a specific class j, ∑  𝑗 is the pattern 

covariance matrix of class j, 𝜇𝑗is the pattern average 

vector of class and Mo is the pattern average vector 

of the class entire data points measured as in Eq. (14) 

[31]:: 

 

𝑀𝑜 ∑ 𝜋𝑗
𝐶
𝑗=1 𝜇𝑗                                                  (14) 

 

The fifth step is for the pheromone update of 

every feature. This is updated at the end of every 

iteration, only when all the search ants have finished 

their traverses on the search space, the pheromone 

level of every attribute is updated using the following 

Eq. (15) [31]: 

 

𝜏𝑖(𝑡 + 1) = (1 − 𝜌)𝜏𝑖(𝑡) + ∑ ∆𝑖
𝑘(𝑡)𝐴

𝑘=1         (15) 

 

where 𝜌 the pheromone decay parameter, 𝜏𝑖(𝑡) 

and 𝜏𝑖(𝑡 + 1)  is the quantity of pheromone on  
 

 
Figure. 4 The NSL-KDD dataset features 

 

 
Figure. 5 NSL-KDD dataset class distribution 

 

attribute Fi at times t and t + 1, sequentially, A is the 

ant's number, and ∆𝜏𝑖
𝑘(𝑡) is the extra increment of the 

pheromone to the attribute Fi by ant k, is defined as 

in Eq. (16) [31]: 

 

∆𝑖
𝑘(𝑡) = 𝛾(𝐹𝑆𝑘(𝑡))                                        (16) 

 

where 𝐹𝑆𝑘(𝑡) is the attribute subset founded by 

ant k at iteration t, and 𝛾(𝐹𝑆𝑘(𝑡)) is the assessment 

function which determines the fineness of solution 

𝐹𝑆𝑘(𝑡). 

In the sixth step, the best subsets from the ACO 
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heuristic process will be sorted in descending order, 

and the first best subsets (equal to the size of the wolf 

pack) will be selected as the final initial population 

for the heuristic MBGWO. The remaining processes 

of the algorithm are to update the location of current 

wolf giving to the best wolves’ positions and to 

provide the best solution (best feature subset). 

4. Experimental setup 

Performance of the enhanced MBGWO 

algorithm has been assessed on  the NSL-KDD 

dataset which contains 41 feaatures [32]. The 

KDDTest+ (for testing) and KDDTrain+ (for 

training) datasets are subset of NSL-KDD dataset and 

contain approximately 125,973 and 22,544 instances 

respectively. For the experiment, a combination of 

20% from KDDTrain+ and 20% from KDDTest+ 

datasets giving a total of 29,702 instances was used. 

From this total, 80% was used for training and 20% 

for testing [26]. The hold-out method is used in the 

experiments [20]. Fig. 4 shows the features of the 

NSL-KDD dataset while Fig. 5 shows the class 

distribution. Every attack is classified under one of 

the four classes: DoS, Probe, U2R, and R2L. A 

network connection (e.g., protocol type, service and 

flag), in each NSL-KDD sample with 41 known 

attributes labelled as an attack (e.g., DoS, Probe, R2L 

and U2R) or as normal.  

The performances of the benchmark algorithms 

BPSO [25] [26], BDA [27], BHHO [28], and 

MBGWO were compared to the performance of 

heuristic MBGWO based on features selected and 

accuracy. The benchmark algorithms were chosen 

because they are classified as metaheuristic and have 

distinct beginning procedures (random initial 

population) which limits the algorithm ability to 

select the optimal features during the initial 

population procedure. Furthermore, these algorithms 

from the SI family are benchmark algorithms for FS.  

The fitness function that has been applied in this 

phase is calculated as in Eq. (17) [20]: 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐴𝐶. 𝑎 + (1/𝑁𝐹). 𝑏,                       (17)      

                       

where NF is the features subset and AC is the 

accuracy and the values of parameters a, and b are 

between 0 and 1. In evaluating  the proposed 

algorithm,  the SVM classifier is used because it is 

commonly used for classification of anomaly 

detection [33], [34].  

To achieve the appropriate balance between the 

features selected and classification accuracy, the 

most common test used in the literature is the 

nonparametric Friedman test conducted with the  
 

 
Figure. 6 Population initialization for the heuristic and 

random initializations 

 

Holm post-hoc test [35]. The outcome of the 

nonparametric Friedman test and Holm’s post-hoc 

test to find the average number of FS rank versus the 

average classification accuracy rank for the 

algorithms. The goal of this test is to determine the 

best algorithm that can produce a good balance 

between the features selected and accuracy.  

5. Experimental results and analysis 

Fig. 6 presents samples of the population 

initialization outcomes for the heuristic initialization 

in the proposed method and random initialization in 

MBGWO on NSL-KDD dataset. As shown in the 

figure, the heuristic MBGWO seeks to overcome the 

problem of random initialization (scattered) in the 

MBGWO to the solution that contain a poor quality 

which challenges in obtaining the ideal or near ideal 

solution.  The heuristic initialization is demonstrating 

the quality is maintained.  

Tables 2 and 3 display the results of the average 

classification accuracy (Acc) and average number of 

selected features (ANF). The best algorithm is the 

one with the highest accuracy and the least number of 

features. Results in Table 1 shows that in three classes 

the suggested heuristic MBGWO showed the best 

classification accuracy (Normal, U2R and R2L) 

while the BPSO algorithm achieved the best 

classification accuracy in the remaining classes (Dos 

and Probe). The standard deviation (std) values of the 

proposed heuristic MBGWO indicate that the 

algorithm is stable in performing the FS task. 

Results display in Table 3 shows that the 

MBGWO algorithm is the best algorithm in terms of 

selected features in four of the datasets. One of the 

results is being shared with the heuristic MBGWO 

algorithm. The heuristic MBGWO managed to obtain 

the best results in only the Normal and Dos datasets.  

The ranks of the average accuracy and selected 

features using the Friedman test with Holm's post-hoc 

test results are shown in Table 4. The smallest value  
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Table 2. Average classification accuracy using SVM 

classifier 

DATA  1 2 3 4 5 

Nor Acc 98.74

% 

98.26

% 

97.15

% 

98.41

% 

97.29

% 

Std 0.002 - 0.002 - 0.001 

Ran

k 

1 3 5 2 4 

Dos Acc 99.62

% 

99.42

% 

99.66

% 

99.73

% 

99.71

% 

Std 0.000 - 0.001 - 0.000 

Ran

k 

4 5 3 1 2 

Prob

e 

Acc 98.76

% 

98.66

% 

98.67

% 

98.88

% 

98.74

% 

Std 0.000 - 0.001 - 0.000 

Ran

k 

2 5 4 1 3 

U2R Acc 99.85

% 

99.59

% 

99.77

% 

99.77

% 

99.77

% 

Std 0.000 - 0.000 - 0.000 

Ran

k 

1 5 3 3 3 

R2L Acc 97.97

% 

97.36

% 

97.71

% 

97.58

% 

97.76

% 

Std 0.001 - - 0.001 0.001 

Ran

k 

1 5 3 4 2 

1.Proposed heuristic 

MBGWO  

2.MBGWO  

3. BDA  

4.BPSO  

5.BHHO  

 
Table 3. Average number of selected features using SVM 

classifier 

DATA  1 2 3 4 5 

Nor ANF 20 20 24 26 21 

Rank 1.5 1.5 4 5 3 

Dos ANF 16 17 25 23 23 

Rank 1 2 5 3.5 3.5 

Probe ANF 17 16 25 22 21 

Rank 2 1 5 4 3 

U2R ANF 18 12 23 18 19 

Rank 2.5 1 5 2.5 4 

R2L ANF 19 18 22 23 21 

Rank 2 1 4 5 3 

1.Proposed heuristic 

MBGWO  

2.MBGWO  

3. BDA  

4.BPSO  

5.BHHO  

 
Table 4. Performance rank on NSL-KDD subset with 

SVM classifier 

 1 2 3 4 5 

Accuracy 1.8 4.6 3.6 2.2 2.8 

Selected 

features  

1.8 1.3 4.6 4 3.3 

 

indicates the best rank which refers to the highest 

accuracy or the least number of features. In this test,  
 

 

Figure. 7 Performance rank plot using SVM classifier on 

NSL-KDD subset 

 

the heuristic MBGWO and MBGWO are the best 

performed algorithms for the average accuracy and 

average selected features respectively. 

The results in Table 4 are also shown in Fig. 7 

where the performance metric feature is plotted 

against accuracy. In this display, the algorithm that is 

the closest to the origin is the best algorithm to obtain 

a balance between the features selected and accuracy. 

In this figure, the best algorithm is the heuristic 

MBGWO algorithm.  

In summary, the heuristic MBGWO obtained the 

best balance between number of chosen features and 

accuracy. This balance was able to be obtained 

because the best number of features were selected 

which increased classification accuracy. A high 

number of features might include redundant features 

resulting in noise data while a low number of features 

might not include enough information for the 

classification task. This will affect classification 

accuracy. Thus, the heuristic MBGWO helps to avoid 

the non-optimal results in the initial solution by 

selecting the best features subset that increases the 

quality of solutions (classification accuracy). The 

proposed mechanism aims to find the efficient 

optimal solution for each search wolf in the initial 

population by considering the heuristic and the 

feedback in the ACO algorithm.  

6. Conclusion and future work 

This paper proposes a heuristic MBGWO to 

enhance the initialization of the wolves' population 

which is based on the ACO algorithm concept. The 

general advantage of this mechanism is to select an 

appropriate feature that maximises classification 

accuracy in the initial population step. The 

experimental results show that the heuristic-based 

initial population mechanism, performs better than 

other variant of GWO algorithms and to other state-

1

2

3

4

5

1 1.5 2 2.5 3 3.5 4 4.5 5

A
C

C
U

R
A

C
Y

FEATURE

heuristic MBGWO MBGWO
BDA BPSO
BHHO
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of-the-art algorithms for FS tasks that use the random 

initial population approach, where it obtained the best 

features with 99.85% classification accuracy. The 

heuristic MBGWO algorithm for FS can be classified 

as another variant of the GWO algorithm, which can 

be used for FS in anomaly data. Finally, future studies 

can focus at other approaches to compute an initial 

population in order to reach a good compromise 

between the GWO's exploration and exploitation 

processes. 
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