
Received: September 1, 2022.     Revised: September 26, 2022.                                                                                       589 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.52 

 
Acoustic Scene Classification using Attention based Deep Learning Model 

 

Mie Mie Oo1*          Nu War2 

 
1University of Computer Studies, Mandalay, Myanmar 

2Myanmar Institute of Information Technology, Mandalay, Myanmar 

* Corresponding author’s Email: miemieoo@ucsm.edu.mm 

 

 
Abstract: Acoustic scene classification is a difficult issue among artificial intelligence, signal processing, and machine 

learning. Scene recognition performance has a robust relation with feature learning using deep convolutional networks. 

In the following research, end-to-end deep residual network embedded channel attention is explored to learn the 

discriminative features from the audio scene. Log-Mel spectrogram is obtained from input raw audios. It is forwarded 

to proposed attention network. An extracted feature layer is concatenated with the SoftMax classifier in the proposed 

attention network. The experimentation is carried out on Detection and Classification of Acoustic Scenes and Events 

(DCASE) 2016 and 2017 datasets. The proposed channel-attention-based residual network achieves classification 

results with an average accuracy of 80.27% and 80.82%, respectively. 

Keywords: Residual network, Channel attention, Log-Mel spectrogram, Gammatone frequency cepstral coefficient, 

Acoustic scene classification. 

 

 

1. Introduction 

Acoustic Scene Classification (ASC) task is used 

in classifying audios in different environments as one 

of the categories including beach, bus, shopping mall, 

office, park, train, tram etc., Nowadays, the audio 

files have been acquired from mobiles or wearable 

devices to identify the semantic label of each audio. 

ASC work has become challenging topic recently in 

the fields of signal processing system. It has been 

attracted in many application areas such as smart 

devices, intelligent wearable interfaces, hearing aids, 

and other applications. 

ASC problem has been improved the 

classification results with the advance in deep 

learning. The prior approaches for the ASC task 

tended to the proper feature engineering. The time 

frequency images are used as input to extract features 

using deep convolutional neural network and then 

classified using ensembled classifier [1]. In [3], deep 

neural network with discrete Fourier transform is 

constructed to improve the capability of ASC tasks. 

Moreover, the most recent ASC work incorporate 

features fusion [33], ensembled models [8] or 

ensembled classifiers [22]. These network designs 

improve accuracy, but the problem is huge 

computational demands, such as graphics processing 

units (GPUs). With end-to-end fashion, the chief 

purpose of the proposed ASC system in order to 

assign test records to one of the specified class labels 

that best describes the circumstances in which they 

were made. In this research work, RNN is designed 

as a basic network then the channel attention is 

embedded in this network. In the proposed system, 

the effect of mixed-up data augmentation methods is 

also explored in the research. The contributions of the 

research study are described as: 

• An end-to-end residual network is designed for 

acoustic scene classification using Log-Mel 

spectrogram images. 

• A channel attention block is incorporated to 

extract the discriminative and meaningful 

representations of audios from different 

environments. 

• As the extended evaluation, the proposed model 

is tested on Gammatone Frequency Cepstral 

Coefficient (GFCC) features with different input 

sizes, with or without data augmentation. 
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The parts of this paper include section 2 described 

in recent literature and related work of ASC system. 

The section 3 designated that system based on 

improved RNN. In Section 4, the setup of 

experimentation and evaluation results are presented. 

The comparisons with the previous research 

approaches are discussed in Section 5 and the last one 

concluded the paper. 

2. Related work 

Deep Neural Network is applied to natural 

language processing, image processing, speech 

recognition and many others. Pretrained 

convolutional network, AlexNet, VGG-16, VGG-19 

[14], ResNet-18 [15] are used to extracted the 

acoustic features. These networks are trained on 

image datasets. The extracted features are sufficient 

information on image processing but achieve the lack 

of useful features on audio data. Extended 

convolutional neural network with squeeze and 

excitation residual blocks is explored for audio 

classification in paper [6]. The convolutional network 

is employed for the comparison of Mel-spectrogram-

based network and wavelet-based features network. 

The research explored that the excitation block of 

network is sensitive to the loudness audio. 

Recent works on ASC performed the popular 

low-level feature extraction methods such as Log-

Mel scale [8, 21, 24, 28, 36], Constant-Q transform 

spectrograms [3]. While Mel spectrogram feature 

uses as a most used method for acoustic signal 

process, several pre-processing techniques are also 

performed various aspects of an acoustic scene. In 

ordered to progress the performance of acoustic scene 

recognition, multiple deep convolutional neural 

networks are individually trained on different input 

audio features or various low-level feature extraction 

methods are considered to construct ensemble 

models. 

To develop network for ASC, [4] presented 

ensembled network by using Log-Mel spectrogram, 

delta, delta-deltas, and Harmonic Percussive Source 

Separation (HPSS) features mixed-up and crop 

augmentation. In addition, [13] employed Mel 

Frequency Cepstral Coefficients (MFCC), Log-Mel 

spectrum, Gammatone and Constant Q Transform 

(CQT), four convolutional networks for high-level 

representation of features with four networks and 

ensemble classifiers. The study needs to provide the 

enough computational requirements. To improve the 

computation and accuracy of deep learning model, 

multi-level feature [12, 26] or multi-scale semantic 

features fusion [27, 29] methods are used in the 

model combining with data augmentation. 

In [7], soft labels are extracted from pretrained 

network and then employed self multi-head attention. 

It proves that the performance of single network 

outperforms multiple models on DCASE-2019 

dataset [30]. V. Abrol and P. Sharma [11] performed 

two pipelines network by applying statistical pooling 

attention and multiple augmentation techniques like 

time stretching, dynamic range compression, 

background noise addition and pitch shifting. In 2019, 

the paper [18] proved that dilated convolution is 

much better than the maximum pooling but the large 

dilation rate tends to low recognition rate. In [31], 

convolutional neural network is designed end-to-end 

ASC system embedding the statistical pooling layers 

based on acoustic raw-waveform. The recognition 

result is comparable the network with maximum or 

average pooling. 

Multi-channels acoustic scene recognition for 

domestic home activities is evaluated using Non-

negative Matrix Factorization (NMF) based 

convolutional neural network with mix and shuffle 

data augmentation [5]. In a specific study of audio-

visual scene recognition [10], the two feature 

extraction modules such as video temporal features 

and audio features and audio features are extracted by 

using weakly supervised representation learning for 

experiment on DCASE 2017 dataset. Another 

supervised feature learning approach for ASC, 

supervised non-negative matrix factorization 

(SNMF), convolutional network, and histogram of 

gradient features are used in [16] by applying SVM 

classifier. The study found that SNMF tend to 

overfitting than convolutional neural networks. 

For the tasks with less training audio data, the 

previous study [20] is constructed and trained two 

models. Instance Specific Adapted Gaussian Mixture 

Models (ISAGMMs) is explored for conservational 

audio scenes and Instance Specific Hidden Markov 

Models (ISHMMs) is used in different sound events. 

In [32], one channel convolutional neural network is 

intended to reduce the feature redundancy and to 

decompose or optimize the calculation of 

convolution among channels. 

In [25], three types of feature representation such 

as Log mel band energies, LPCC (Linear Prediction 

Cepstral Coefficient), and SCMC (Spectral Centroid 

Magnitude Cepstral Coefficients) are individually 

extracted to investigate the complementary feature 

representations of ASC tasks.  Deep neural network 

is applied in prediction of the class label of each scene. 

The classification scores of three features are fused at 

the decision level to predict the final acoustic scene 

label. The result of score fusion improves the 

accuracy but increase computational cost. 
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For acoustic scene classification tasks, audio 

datasets are published such as DCASE-2016 [17] and 

DCASE-2017 [14]. The baseline result of the first 

dataset is accuracy of 77.20% by using Mel 

Frequency Cepstral Coefficient (MFCC) and 

Gaussian Mixture Model (GMM). Competition result 

for DCASE-2017 challenge achieved accuracy of 

83.40% using pretrained networks for feature 

extraction and Gated-Recurrent Neural Network 

classifier. 

3. The proposed ASC system architecture 

This part represents the detailed architecture of 

the proposed ASC work which describes the audio 

processing, data augmentation, network architecture, 

channel attention mechanism and classification in 

detail. The design of the mentioned ASC system is 

represented in Fig. 1. 

3.1 Audio processing 

The input audios are pre-processed as Log -Mel 

spectrograms before the network training. Mel 

frequency bank can be used to extract these 

spectrograms, which can then be scaled using a 

logarithm [12]. In this research, the spectrograms 

with the size of 64, 128 Mel frequency bins. The 

audio file of sampling frequency is 44100 Hz. The 

frame durations of the window lengths are 80ms and 

40ms, and the overlap length is 50%. The calculation 

of the number of frame lengths is in Eq. (1). 

 

𝑓 = 1 + 𝑓𝑙𝑜𝑜𝑟 (
𝐿−𝑊

𝑆
)                       (1) 

 

 
Figure. 1 Architecture of proposed ASC system 

where 𝑓 is the number of frames, 𝐿 is signal length, 

𝑊 is window length and 𝑆 is shift length.  After the 

framing is processed, the hamming window uses each 

individual frame. Hamming window functions are 

designed for signal framing due to their superior 

frequency resolution and spectral distortion. 

Hamming window ℎ(𝑛) is defined by the formula Eq. 

(2). 

 

ℎ(𝑛) = 0.54 − 0.46 cos (
2𝜋𝑛

𝑁−1
)  1 ≤ 𝑛 ≤ 𝑁   (2) 

 

Where 𝑁  is frame number, and ℎ(𝑛)  is the 

hamming window.  

The window function is used to smooth the signal 

to calculate a Fast Fourier Transform (FFT) to obtain 

an amplitude-frequency response per frame. FFT is 

the process of transforming time to a frequency 

domain and applying it to the spectrum according to 

Eq. (3). 

 

𝑆𝑖(𝑘) = ∑ 𝑠𝑖(𝑘)ℎ(𝑛)𝑒−
𝑗2𝜋𝑘𝑛

𝑁  𝑛 = 0, . . , 𝑁 − 1𝑁
𝑖=1  (3) 

 

Where ℎ(𝑛) is the analysis window of N samples, 

𝑠𝑖(𝑘)  are samples in the time domain, 𝑆𝑖(𝑘)  are 

samples in frequency domain whereas N is size of the 

FFT. Mel scale depends on the impression of human 

hearing frequencies. Me frequency scale is in Eq. (4).  

 

𝑚𝑒𝑙(𝑓) = 2595 × 𝑙𝑜𝑔10(1 +
𝑓

700⁄ )        (4) 

 

Where 𝑚𝑒𝑙(𝑓) is the frequency of mel and 𝑓 is 

frequency of linear frequency. Mel filter is used to 

obtain the energy from the filter bank and to apply the 

compression the log on the filter output is used. Some 

of the he Log-Mel spectrogram are presented in Fig. 

2. 

3.2 Audio data augmentation 

The limited sizes of publicly available datasets 

are prone to overfitting for deep model. To increase 

the generalization ability of proposed residual model, 

the proposed system used data augmentation 

approach such as mixed-up augmentation which is an 

effective method for audio data. Data augmentation 

technique also alleviates the problem of model 

overfitting. The mixed-up approach reduces the 

neighbourhood risk of samples during training. The 

original and mixed datasets are combined after the 

spectrograms are mixed in Eqs. (5) and (6) with 

lambda set to 0.5. 

 

�̅� =  𝜆𝑥𝑖 + (1 − 𝜆)𝑥𝑗                   (5) 
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Figure. 2 Log-Mel spectrograms of some classes 

 

�̅� =  𝜆𝑦𝑖 + (1 − 𝜆)𝑦𝑗                   (6) 

 

where (𝑥𝑖, 𝑦𝑖) and (𝑥𝑗, 𝑦𝑗) are two random selected 

examples from training dataset and the diverse ratio 

is λ [35]. Setting the lambda value to 0.5 improves 

model generalization by adapting the network 

structure during training, which outperforms other 

values. 

3.3 Attention based RNN network 

RNN has automatic learning ability of high-level 

feature representations to identify the patterns of 

acoustic signals [9]. In the proposed ASC system, the 

raw audios are converted into Log-Mel spectrogram 

representations with mono channel.  

Mono signal can capture the variations of a signal 

amplitude with time which applies at dynamic 

frequencies. Thus, discriminating features are 

obtained from the audios. The proposed attention-

based residual network receives this Log-Mel 

spectrogram as input. 

Residual layers are constructed with a residual 

function: H(Y) = F(Y) + Y, where Y as input features, 

H(.) as a mapping that a series of stacked layers will 

attempt to fit [2]. The implementation of residual 

learning is simple CNN which is a combined shortcut 

connection called identity mapping. There are 

various structures to construct the residual block. In 

the research, the residual block is implemented as 

layers see in Fig. 3. 

Three residual blocks, a global average pooling 

layer, a dropout layer, and one fully connected layer 

with SoftMax classifier make up baseline residual 

network. Instead of the last residual block in the 

baseline network, channel attention block was 

 

 
Figure. 3 Residual unit with identity mapping 
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Figure. 4 Channel attention module 

 

applied to distinguish variable acoustic features. The 

application for channel attention mechanism is 

revealed in Fig. 4.  

For input X, the channel attention block's output 

is as follows in Eq. (7). 

 

𝑋𝑙+1 =  𝐹𝑎𝑣𝑔(𝑋) + 𝐹𝑚𝑎𝑥(𝑋)                (7) 

 

Where 𝐹𝑎𝑣𝑔(. ) performs the processes of average 

pooling, 1 × 1  and 3 × 3  convolution, batch 

normalization, and ReLU activation. 𝐹𝑚𝑎𝑥(. ) 

performs the processes of maximum pooling layer, 

1 × 1  convolution, 3 × 3  convolution, ReLU 

activation and batch normalization. 

4. Experimental setup 

DCASE-2016 ASC challenge dataset: Task 1 is 

ASC task including audios recoded from distinct 

locations. There are 15 different classes with 30-

second audio files. The development dataset is 

applied to test the proposed ASC model. 

DCASE-2017 ASC challenge dataset: The 

dataset [19] is also consisted of 15 different classes, 

4680 audio files of the development data. Proposed 

model was evaluated on the development data with 4-

folds cross validation Each audio file has 10 seconds 

duration which are recoded from distinct locations. In 

both datasets, the labels of the audios are beach, bus, 

car, grocery store, forest path, home, café or 

restaurant, metro station, city center, train, tram, 

residential area, library, office, park. 

Table 1. Parameters of Log-Mel and GFCC feature 

extraction  

 Window 

length/ 

Shift 

length 

No. of 

filter 

banks 

Feature 

size of 

DCASE-

2016  

Feature 

size of 

DCASE- 

2017  

Log-Mel 80ms/ 

40ms 

64 749×64 249×64 

80ms/ 

40ms 

128 749×128 249×128 

40ms/ 

20ms 

64 1499×64 499×64 

GFCC 80ms/ 

40ms 

64 749×64 249×64 

80ms/ 

40ms 

128 749×128 249×128 

40ms/ 

20ms 

64 1499×64 499×64 

 

The Log-Mel spectrogram is a representation 

used as input for neural networks, primarily for the 

speech recognition field. Firstly, the raw audio files 

were down-mixed to mono channel. Then, the Log-

Mel spectrum with different size of feature maps was 

extracted to facilitate the network training. To train 

the suggested network, the cross-entropy loss is 

minimized using the Stogastic Gradient Decent 

Minimization (SDGM) optimizer. The minimum 

batch size, number of maximum iterations and 

learning rate is 128 batches, 50 epochs, and 0.001 

respectively. 

To compare audio input features, Gammatone 

Frequency Cepstral Coefficients (GFCC) [37] is also 

used to classify the effectiveness of input for ASC 

task. The sampling frequency rate is 44100 Hz for 

both Log-Mel and GFCC extraction. The lowest 

frequency rate is zero and the highest frequency rate 

is 22050. The parameters of Log-Mel spectrogram 

and GFCC feature extraction for the two datasets are 

given below as Table 1. 

All experimentations are implemented using 

MATLAB 2019b using deep learning toolbox with 

the hardware specifications: Intel Core i7-7500U 

2.7GHz Processor and 16 GB DDR3 L Memory. The 

experimental results show average classification 

accuracy of four-fold cross-validation.  

5. Evaluation results 

In experimentation of the research, individual 

features such as Log-Mel features and GFCC features 

are considered as the input of network. 

5.1 Evaluation using Log-Mel features 

The acoustic classification results of DCASE-

2016 Challenge Task 1 are described in Table 2 and  
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Table 2. Accuracy (%) of DCASE-2016 dataset using 

Log-Mel spectrogram images without augmentation 

 

Validation 

Log-Mel feature size 

1499×64 749×64 749×128 

Fold_1 73.10% 77.59% 85.52% 

Fold_2 70.69% 73.79% 77.24% 

Fold_3 73.49% 79.66% 84.14% 

Fold_4 70.55% 75.86% 75.26% 

Mean Accuracy 71.95% 76.73% 80.54% 

 
Table 3. Accuracy (%) of DCASE-2016 dataset using 

Log-Mel spectrogram images with mixed-up 

augmentation 

 

Validation 

Log-Mel feature size 

1499×64 749×64 749×128 

Fold_1 76.21% 70.69% 77.61% 

Fold_2 73.10% 73.79% 77.24% 

Fold_3 77.93% 71.38% 82.07% 

Fold_4 68.62% 66.10% 84.14% 

Mean Accuracy 73.97% 70.49% 80.27% 

 
Table 4. Accuracy (%) of DCASE-2017 dataset using 

Log-Mel spectrogram images without augmentation 

 

Validation 

Log-Mel feature size 

499×64 249×64 249×128 

Fold_1 81.20% 82.48% 82.07% 

Fold_2 83.12% 81.59% 79.37% 

Fold_3 75.36% 78.35% 82.78% 

Fold_4 82.22% 80.09% 80.85% 

Mean Accuracy 80.48% 80.63% 81.27% 

 
Table 5. Accuracy (%) of DCASE-2017 dataset using 

Log-Mel spectrogram images with mixed-up 

augmentation 

 

Validation 

Log-Mel feature size 

499×64 249×64 249×128 

Fold_1 79.83% 75.90% 80.51% 

Fold_2 78.26% 74.25% 80.56% 

Fold_3 74.77% 71.78% 78.52% 

Fold_4 73.42% 74.19% 83.68% 

Mean Accuracy 76.57% 74.03% 80.82% 

 

Table 3 which shows the effect of different input 

sizes using Log-Mel spectrogram images. 

The highest mean accuracy of 80.54% was 

achieved without augmentation and 80.27% with 

mixed-up augmentation on DCASE-2016 dataset. 

The experimentation on DCASE-2017 Challenge 

Task 1 also explored by using different size of Log-

Mel spectrogram shown in Table 4 and Table 5. The 

proposed model achieved 81.27% of accuracy 

without augmentation and 80.82% of accuracy with 

mixed-up augmentation. The result using 

augmentation method is not improved accuracy but 

the generalization of model is improved. 

Augmentation alleviates the overfitting problem of 

model. 

5.2 Evaluation using GFCC features 

Evaluations of proposed system are employed to 

compare Log-Mel spectrogram with GFCC features. 

GFCC features with different sizes are applied to 

classify the acoustic scene. Some of the spectrograms 

of GFCC are shown in Fig. 5. 

 

 

 

 

 

 

 
Figure. 5 GFCC spectrograms of some classes 
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Table 6. Accuracy (%) of DCASE-2016 dataset using 

GFCC without augmentation 

 

Validation 

GFCC feature size 

1499×64 749×64 749×128 

Fold_1 72.76% 74.83% 76.55% 

Fold_2 67.24% 67.59% 68.28% 

Fold_3 73.49% 71.03% 71.72% 

Fold_4 74.32% 73.63% 74.48% 

Mean Accuracy 71.95% 71.77% 72.46% 

 
Table 7. Accuracy (%) of DCASE-2016 dataset using 

GFCC with mixed-up augmentation 

 

Validation 

GFCC feature size 

1499×64 749×64 749×128 

Fold_1 71.03% 68.28% 76.90% 

Fold_2 62.41% 69.31% 74.48% 

Fold_3 68.97% 70.13% 73.83% 

Fold_4 71.58% 65.75% 72.41% 

Mean Accuracy 68.50% 68.37% 74.41% 

 
Table 8. Accuracy (%) of DCASE-2017 dataset using 

GFCC without augmentation 

 

Validation 

GFCC feature size 

499×64 249×64 249×128 

Fold_1 77.86% 75.04% 79.91% 

Fold_2 78.77% 81.33% 80.73% 

Fold_3 73.49% 75.45% 78.52% 

Fold_4 83.16% 81.79% 81.54% 

Mean Accuracy 78.32% 78.40% 80.18% 

 
Table 9. Accuracy (%) of DCASE-2017 dataset using 

GFCC with mixed-up augmentation 

 

Validation 

GFCC feature size 

499×64 249×64 249×128 

Fold_1 71.45% 70.85% 76.24% 

Fold_2 73.49% 72.21% 75.36% 

Fold_3 72.21% 72.63% 72.21% 

Fold_4 74.02% 72.65% 69.49% 

Mean Accuracy 71.79% 72.09% 73.33% 

 
The experimentation results using GFCC features 

without augmentation on DCASE-2016 dataset is 

presented in Table 6 and with mixed-up 

augmentation in Table 7.  

The proposed model using GFCC features 

achieved mean accuracy of 72.64% without 

augmentation and 74.41% with mixed-up 

augmentation on DCASE-2016 acoustic challenge 

dataset. The results of DCASE-2017 dataset 

presented in Table 8 and Table 9. In the 

experimentation, the result without augmentation 

achieved 80.18% and drop to 73.33 % with mixed-up 

augmentation. 

 

 

6. Compare methods 

The results of Log-Mel spectrogram and GFCC 

features are compared in accuracy shown in Fig. 6. 

The experimentation result with channel attention 

improved accuracy of 0.88% on DCASE-2016 

dataset and 2.51% on DCASE 2017 dataset 

respectively. Log-Mel spectrogram features 

improves the classification result than GFCC features. 

In Table 10 and Table 11, proposed ASC system is 

compared with baseline system of datasets and state-

of-the-art methods. 

The proposed channel attention network achieved 

comparable result with HOG feature and SVM 

classifier. The network achieved improved accuracy 

than deep neural network with Log-Mel features in 

[25]. The proposed network improves generalization 

ability for acoustic scene classification. The residual 

network with channel attention performs better than 

the network without attention.  The network without 

attention achieved 78.31% and 79.39% accuracy on 

DCASE-2016 and DCASE-2017 datasets 

correspondingly. Residual network with channel  

 

 
Figure. 6 Accuracy comparison between GFCC and Log-

Mel features on DCASE 2016 and DCASE-2017 datasets 

 
Table 10. Comparison on DCASE-2016 dataset in 

accuracy (%)  

Methods Accuracy 

DCASE-2016 baseline system 

MFCC features + Gaussian mixture 

model (GMM) classifier [17] 

 

77.20% 

Log-Mel spectrogram + non-negative 

matrix factorization + Histogram of 

Oriented Gradient (HOG) features + 

SVM classifier [16] 

 

80.93% 

Proposed method 

Log-Mel + residual network with no 

attention and mixed-up augmentation 

 

78.31% 

Proposed method 

Log-Mel + channel attention residual 

network without augmentation 

 

80.54% 

Proposed method 

Log-Mel + channel attention residual 

network with mixed-up augmentation 

 

80.27% 
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Table 11. Comparison on DCASE-2017 dataset in 

accuracy (%)  

Methods Accuracy 

Spectrogram, bump, and morse 

scalograms  

Feature extraction with AlexNet, VGG-

16 and VGG-19 for feature extraction 

Gated-RNN network with SoftMax 

classifier for classification [14] 

 

 

83.40% 

Log-Mel spectrogram + Deep neural 

network [25] 

 

69.40% 

Proposed method 

Log-Mel + residual network with no 

attention and mixed-up augmentation 

 

79.39% 

Proposed method 

Log-Mel + channel attention residual 

network without augmentation 

 

81.27% 

Proposed method 

Log-Mel + channel attention residual 

network with mixed-up augmentation 

80.82% 

 

attention improved accuracy of 80.54% and 81.27%. 

To eliminate the overfitting of network, mixed-up 

augmentation is applied to data before the network 

training. Although the method removes the 

overfitting problem but reduces the result to 80.27% 

and 80.82% accuracy respectively. 

7. Conclusion 

In this research, an effective ASC system is 

proposed. An improved residual network with 

channel attention is implemented and trained in end-

to-end deep learning models to perform efficient 

features to classify acoustic scene in different 

surroundings. The developed channel attention based 

residual model was comprised of two residual blocks, 

one channel attention module, global average pooling 

layer, dropout layer, and one fully connected layer 

with a SoftMax classifier. Two acoustic scene 

datasets such as DCASE-2016 and DCASE-2017 

datasets were used to test the improvement of 

proposed model by calculating the accuracy and then 

described the evaluation results. According to the 

experiments, Log-Mel spectrogram features 

outperformed than GFCC features. The results show 

that both Log-Mel spectrogram and GFCC features 

representation 128 filter banks are the best input 

feature size. In the future ASC task, channel attention 

features will be applied with other effective 

classifiers for acoustic scenes classification. 
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