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#### Abstract

A major component of symmetric cryptosystems is the substitution box (S-box), which is primarily utilized in existing cryptographic ciphers to ensure secure data sanctuaries. The cryptographic strength of an S-box used in the encryption directly correlates to the amount of data protection that a cipher offers. This work developed a suitable configuration (8x8) S-box using metaheuristic approaches based on the Glowworm Swarm Optimization (GSO) algorithm and three-dimensional (3D) logistic equations to construct pseudo-random number generators. Chaotic maps boost the initial population of the GSO, making it a suitable place to start. The nonlinearity score of the S-box served as the GSO's objective function. Operations for exploration and exploitation are balanced using the GSO. In comparison to various references, the proposed S-box satisfied all of the S-security box's requirements, including the strict avalanche criterion (SAC), bijection, nonlinearity, output bits independence criteria (BIC), and histogram. The proposed method's nonlinearity property was 107.00. It is regarded as a successful and effective result. BIC and SAC averages were 103.500 and 0.499 , respectively. Compared to a simple histogram, the encryption histogram was more uniform. As a result, it has been demonstrated that the suggested S-box is robust and resistant to cryptographic assaults.
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## 1. Introduction

Encryption is one of the key strategies for safeguarding digital data. Building block ciphers, which use mathematical operations (substitutionpermutation networks), is based on Shannon's theory of diffusion and confusion[1, 2]. An input block of $n$ bits is transformed into a new nonlinear block of m bits via a substitution box (S-box). Galois Field theory dictates that its mapping be one-to-one and denoted by the symbol $G F\left(2^{n}\right) \rightarrow G F\left(2^{m}\right)$. A linear transformation that shuffles the input bits is called a permutation. The first-round results of the S-box are permuted before moving on to the second round[2].

The Glow-worm Swarm Optimization (GSO) method was inspired by the way that glow worms naturally entice one another by emitting luciferin (a substance with a luminous property). If the luciferin
emissions of the glow worms are higher it considered more attractive compared to other glowworms. A glow-worm will go toward a brighter glow-worm when it is in the field of their vision. Resolving systems of nonlinear equations and using several robots to locate various sources of a general nutritional profile that is geographically spread throughout a two-dimensional workspace are some uses of the GSO[3].

In this study, we developed a suitable configuration (8x8) S-box using metaheuristic approaches based on the GSO algorithm and threedimensional (3D) logistic equations to construct pseudo-random number generators works as an initial value of GSO population. GSO is utilized to balance among the operations of the exploitation and the exploration to find the optimal solution.

We experimented with many techniques for generating the S -box, using algorithms inspired by nature, which were not used previously in this process. Therefore, we found that the use of GSO algorithm gives good results, despite the presence of newer algorithms which can be developed and used in the future work. Also, GSO algorithm provides a good method to balancing between exploitation and exploration operations, that is lead to avoid falling in local optima problem.

This study's remaining sections are organized as follows. The related works are explained in Section 2. The S-box issues are described in Section 3. The proposed algorithms are discussed in Section 4. The assessment of the suggested methods is presented in Section 5. The most significant findings are explained in Section 6, along with the conclusion.

## 2. Related works

There are several ways to construct the S-box, including algebraic methods, random search, and metaheuristic approaches. The S -boxes built using algebraic techniques exhibit the best cryptographic properties. However, using this approach makes it hard to amass a large number of powerful S-boxes. In contrast, $S$-boxes created using the random search method often have weak cryptographic characteristics. However, Metaheuristic algorithms are effective in both software and hardware implementation[4].

In this paper, we compared the suggested approach with eleven studies. The existing S-boxes were created using continuous or discrete chaotic approaches are find in [5-10]. Unfortunately, this strategy does not produce a good results in nonlinearity or other performance indicators. In contrast, [11] used algebraic methods, while [12] combined an algebraic approach with chaos theory to create $S$-boxes. Both methods are vulnerable to statistical and algebraic assaults. Additionally, [2], [13] used a hyperchaotic system (five-dimensional). Its implementation in hardware and software is hence inefficient. Finally, [4, 14, 15] used the chaotic system and metaheuristic algorithms. These techniques can produce $S$-boxes with useful characteristics. In [16] the authors used a Flower Pollination Algorithm and Chaos System method to designing an efficient S-Box. This method was provided a good confusion for the generated S-Box. However, they are not appropriate for all applications. At the same time, there are still a lot of problems with the analysis and design of S-boxes. Nature-inspired metaheuristics have been proven to be a successful approach for machine learning and
difficult engineering case studies in several publications. Additionally, in order to avoid becoming trapped in local optima, they could be balancing between local and global search[17-19]. Consequently, the GSO is suggested to address these challenges.

## 3. Problem description

The S-box design challenge will be discussed in this section. The National Security Agency has released some suggestions for assessing the cryptographic properties of $S$-boxes in order to prevent suspicion in DES S-boxes[20]. The following are the performance evaluation standards that are widely acknowledged and regarded as essential for creating cryptographically robust $S$ boxes[16]:

### 3.1 Nonlinearity:

Regarding a Boolean function $f(x)$, the Walsh spectrum could be utilized to determine nonlinearity. In Eq. (2), the Walsh Transformation is defined[21]:

$$
\begin{gather*}
S_{g}(r)=\sum_{x \in G F\left(2^{m}\right)}(-1)^{f(x) \oplus x . r}  \tag{1}\\
N_{f}=2^{m-1}-\frac{1}{2} \max _{r \in G F\left(n^{m}\right)}\left|S_{g}(r)\right| \tag{2}
\end{gather*}
$$

where $x . r$ is the dot product of $x$ and $r, S_{g}(r)$ is the Walsh spectrum of $\mathrm{f}(x)$, and $\quad x . r=x_{I} \oplus$ $r_{1}+\ldots+x_{m} \bigoplus r_{m}$.

### 3.2 Bijection:

This characteristic describes a mapping in which every input bit corresponds to a single, unique output bit. The (8x8) S-box in this study is needed to have a range of output values of a period $[0,255]$.

### 3.3 Differential approximation probability (DP):

The nonlinearity of an encryption process is accomplished via the S-box. In theory, it may keep differential homogeneity. The differential uniformity is used in this manner, however, to ensure uniform mapping, and the differential input should uniquely map to the differential output map. Differential uniformity is measured using the DP. In Eq. (3), DP is described mathematically as follows[4]:

$$
\begin{equation*}
D P=\frac{\left[\#\left\{g \in M \mid s(g) \oplus S\left(g \oplus \Delta_{g}\right)=\Delta_{h}\right]\right.}{256} \tag{3}
\end{equation*}
$$

Where $M=\{0,1, \ldots, 255\}$ and $\Delta_{g}, \Delta_{h}$ are the input and output differentials, respectively.

### 3.4 Output bits independence criteria (BIC):

BIC is one of the key characteristics of an S-box and was developed by AF Webster and SE Tavares. This criteria states that when one bit in the plaintext is complemented, any two ciphertext bits should have a high degree of independence from one another[21].

### 3.5 Strict avalanche criteria (SAC):

In 1985, AF Webster and SE Tavares proposed the SAC. The SAC essentially states that if the input is altered by a single bit, the entire set of output bits should likewise be altered by half. As a result, an Sbox is said to be robust if its SAC value is near to 0.5 .

## 4. The proposed algorithms

The three-dimensional (3D) logistic equations used to determine the initial randomness values for the S-box in the GSO are explained in this section. Also, this section is explaining the GSO and its proposed strategy.

### 4.1 Generation of initial substitution box using chaos theory

The branch of mathematicians that analyzes how the dynamic systems behave is called a chaos theory. It is an excellent tool to utilize when producing a random number generator[22]. In reality, chaotic system behaviors, such as having a mixed-up
attribute, deterministic nature, very sensitive to initial conditions, and being unable to predict the long-term returns. Therefore, these features are useful in cryptography[23]. The chaos logistic equation can be utilized to get enormous pseudorandom numbers, which is described below[24]. Several logistic equations should be used during the generator design phase to improve the unpredictability (the randomness) of the generated keys and raise their security.

### 4.1.1. Logistic equation

The conventional version of the one-dimensional logistic equation is demonstrated by[25, 26]:

$$
\begin{equation*}
F(X i)=P X i(1-X i) \tag{4}
\end{equation*}
$$

$P$ is the iteration growth rate, and $P$ values range between [1,4]. While $X i$ is the iteration of $X 0$, and $X i$ values range between $[0,1]$. Fig. 1 shown the results values of the Logistic equation $(V)$ where $P$ $=3.6$, and $X=0.7842$ after applying Eq. (5) to convert the results to integer values between [0,255][16].

$$
\begin{equation*}
V=\operatorname{round}(X i \times 255) \tag{5}
\end{equation*}
$$

The three-dimensional (3D) logistic equations, which include three fundamental variables $(X),(Y)$, and $(Z)$, as well as three control parameters $(P, B$, and $C$ ) was used in[27].

$$
\begin{equation*}
X_{m+1}=P X_{m}\left(1-X_{m}\right)+B Y_{m}^{2} X_{i}+C Z_{m}^{3} \tag{6}
\end{equation*}
$$

Logistic Equation ( $P=3.6$ and $X=0.7842$ )


Figure. 1 One dimension logistic equation results

$$
\begin{gather*}
Y_{m+1}=P Y_{m}\left(1-Y_{m}\right)+B Z_{m}^{2} Y_{i}+C X_{m}^{3}  \tag{7}\\
Z_{m+1}=P Z_{m}\left(1-Z_{m}\right)+B X_{m}^{2} Z_{m}+C Y_{m}^{3} \tag{8}
\end{gather*}
$$

The values of the control parameters should be $3.53<P<3.81,0<B<0.022$, and $0<C<0.015$. While the values of the variables $(X),(Y)$ and $(Z)$ must be in range [0, 1]. Fig. 2 shown the results values of the 3D Logistic equation.

The initial S-box result was obtained by using 3D Logistic equations, which helped to speed up the best solution and use less memory. This is an excellent starting point for searching using the Glowworm Swarm Optimization (GSO) algorithm rather than beginning from scratch. Table 1 displays
the S-Box of GSO's starting values as created using 3D Logistic equations. To build an effective and robust $S$-box that can be used for cryptographic operations, GSO must alter this S-box.

### 4.2 Glowworm swarm optimization (GSO) algorithm

Swarm intelligence is a kind of artificial intelligence that is based on the self- organized systems and the decentralized collective behavior. Its main objective is to investigate the collective behavior of populations of simple agents that interacts with one another and with their


Figure. 2 3D logistic equation results[28]
Table 1. The initial values S-Box of GSO generated by 3D logistic equations with nonlinearity $=104.8750$

|  | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ | $\mathbf{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}$ | 221 | 82 | 77 | 206 | 128 | 144 | 75 | 108 | 158 | 154 | 79 | 121 | 28 | 62 | 30 | 16 |
| $\mathbf{1}$ | 204 | 85 | 210 | 167 | 237 | 39 | 112 | 254 | 124 | 11 | 37 | 97 | 242 | 84 | 184 | 42 |
| $\mathbf{2}$ | 78 | 227 | 41 | 107 | 38 | 110 | 207 | 25 | 74 | 250 | 123 | 58 | 22 | 71 | 20 | 155 |
| $\mathbf{3}$ | 170 | 49 | 135 | 213 | 68 | 33 | 40 | 57 | 147 | 60 | 255 | 14 | 220 | 113 | 139 | 63 |
| $\mathbf{4}$ | 171 | 194 | 212 | 7 | 138 | 251 | 253 | 24 | 126 | 17 | 48 | 245 | 51 | 181 | 208 | 149 |
| $\mathbf{5}$ | 177 | 240 | 54 | 94 | 100 | 89 | 3 | 129 | 143 | 111 | 191 | 185 | 174 | 4 | 199 | 218 |
| $\mathbf{6}$ | 197 | 92 | 99 | 93 | 125 | 29 | 67 | 35 | 247 | 236 | 164 | 166 | 190 | 8 | 45 | 69 |
| $\mathbf{7}$ | 224 | 81 | 43 | 201 | 15 | 178 | 95 | 193 | 225 | 20 | 148 | 160 | 244 | 145 | 66 | 137 |
| $\mathbf{8}$ | 88 | 105 | 64 | 176 | 90 | 104 | 83 | 168 | 55 | 198 | 98 | 127 | 163 | 101 | 46 | 61 |
| $\mathbf{9}$ | 13 | 133 | 115 | 0 | 222 | 195 | 117 | 157 | 44 | 228 | 162 | 249 | 182 | 226 | 189 | 172 |
| $\mathbf{A}$ | 141 | 246 | 175 | 106 | 211 | 114 | 10 | 231 | 26 | 233 | 151 | 238 | 80 | 239 | 27 | 118 |
| $\mathbf{B}$ | 215 | 59 | 87 | 219 | 205 | 52 | 183 | 217 | 248 | 72 | 214 | 96 | 2 | 186 | 140 | 152 |
| $\mathbf{C}$ | 142 | 180 | 91 | 56 | 116 | 241 | 19 | 5 | 73 | 169 | 216 | 232 | 209 | 229 | 159 | 235 |
| $\mathbf{D}$ | 130 | 161 | 21 | 150 | 179 | 165 | 234 | 131 | 12 | 86 | 32 | 34 | 192 | 9 | 1 | 18 |
| $\mathbf{E}$ | 23 | 200 | 230 | 103 | 173 | 132 | 50 | 102 | 109 | 156 | 252 | 6 | 70 | 53 | 136 | 119 |
| $\mathbf{F}$ | 122 | 202 | 134 | 153 | 65 | 36 | 120 | 146 | 188 | 47 | 223 | 243 | 76 | 187 | 31 | 203 |



Figure. 3 The flowchart of the GSO algorithm[29]
environment locally. In 2005, GSO is designed by D. Ghose and K. N. Krishnanad[3]. It has been applied to problems of function optimization as well as sensor noisy text and robot simulation. The main idea of the GSO algorithm inspired by the nighttime activities of glowworms in nature. Glowworms exercise in groups and communicate with one another using luciferin. The increasing amount of the light emits from the glowworms means that more glowworms drawn to it[29]. Fig. (3) depicts the GSO algorithm's flowchart.

Each glowworm has its own luciferin and has a unique vision field, which is referred to as the localdecision range. These glowworms are randomly dispersed in the objective function's declaration space. The intensity of each glowworm's luciferin serves as a measure of the objective function's fitness. The position of this glowworm corresponds better to the value of the objective function in the glowworm with brighter luciferin. The glowworm's
movement pattern is to scan its visual field for nearby glowworms until it locates the one with the highest amount of luciferin, at which point it moves in its direction. The various glowworm populations in the area have an impact on the local-decision range of glowworms. If there aren't enough glowworms nearby, the glowworms can expand their search area to discover additional glowworms; otherwise, they can reduce their search area. Glowworms initial distribution, updates to luciferin, glowworm movement, and updates to local-decision range are all phases in the algorithm[30].

### 4.2.1. Phase of initialization

GSO starts by distributing a population of $n$ glowworms around the search region at random. Initially, the luciferin 0 concentration in each glowworm is the same. Each algorithm cycle includes three phases: phase of luciferin update,
phase of movement, and phase of neighborhood range update[30].

### 4.2.2. Phase of luciferin update

The luciferin updates are influenced by the function value at the glowworm position. During the luciferin-update phase, each glowworm raises its level of luciferin by an amount proportional to the fitness of its present position in the objective function space. The following provides the luciferin update rule[29]:

$$
\begin{equation*}
l_{j}(m+1)=(1-P) l_{j}(m)+\chi J\left(y_{j}(m+1)\right) \tag{9}
\end{equation*}
$$

Where $P$ is the luciferin decay constant $(0<P<1)$, $\chi$ is the constant for luciferin enhancement, and $J\left(y_{j}\right.$ $(m))$ represents the objective function's value at the position of glowworm $J$ at time $m$. Where $l_{j}$ stands for the quantity of luciferin related to glowworm $j$ at time $m$ [30].

### 4.2.3. Phase of movement

This phase used a probabilistic method, each glowworm chooses to move in the direction of a neighbor whose luciferin value is greater than its own. In other words, neighbors that brighter more intensely attract glowworms. The probability of moving from g to h is:

$$
\begin{equation*}
P_{j}(m)=\frac{l_{h}(m)-l_{g}(m)}{\sum_{k \in N g(m)} l_{k}(m)-l_{g}(m)} \tag{10}
\end{equation*}
$$

where, $h \in N_{g}(m), N_{g}(m)=\{h: d(g, h)<$ $\left.r_{d}^{g} ; l_{h}(m)<l_{g}(m)\right\}$ is the set of glowworm $g^{\prime} s$ neighbors at time $m, d(g, h)$ is the Euclidean distance among glowworms $g$ and $h$ at time $m$, and $r_{d}^{g}(t)$ is the glowworm g's variable neighborhood range at time m .

Whereas the moving from location $g$ to location $h$ is:

$$
\begin{equation*}
X_{\dot{g}}(m+1)=X_{g}(m)+S\left(\frac{X_{\dot{h}}(m)-X_{g}(m)}{\left\|X_{h}(m)-X_{g}(m)\right\|}\right) \tag{11}
\end{equation*}
$$

where $S(>0)$ is the step size, $\|$.$\| denotes the$ Euclidean norm operator, and $X_{g} \in R^{m}$ is the location of the glowworm $g$ in the m-dimensional real space $R^{m}$ at time $m$ [29].

### 4.2.4. Phase of neighborhood range update

Each agent $h$ is a member of a neighborhood whose radial range $\left(0<r_{d}^{h} \leq r_{s}\right)$ is constantly
shifting. GSO uses an adaptive neighborhood range to detect the presence of several peaks in a multimodal function landscape. Let $r_{0}$ represent each glowworm's initial neighborhood range. Therefore, the following rule is used to adaptively update each glowworm's neighborhood range:

$$
\begin{align*}
& r_{d}^{h}(m+1) \\
& \quad=\min \left\{r_{s}, \max \left\{0, r_{d}^{h}(m)+B\left(n_{m}-\left|N_{h}(m)\right|\right)\right\}\right\} \tag{12}
\end{align*}
$$

$B$ is a parameter value and $n_{h}$ is a parameter that controls the number of neighbors[30].

### 4.3 Adapted GSO

According to the bijectivity condition, each element of the S-box must be unique. However, the S-box produced by the GSO algorithm does not satisfies this condition. As a result, each GSO S-box must modified and carried out as follows:

1. Since the S-box only holds 256 discrete values, the $S$-box values must be transformed using Eq. (5) into values in the range (0-255) in order to ensure the bijection condition.
2. Based on Table 1, the initial population values S-Box of GSO generated by 3D Logistic equations is used. It is hence appropriate for $S$-box condition.
3. To assess the current best solution, Equation (2) is applied as an objective function.
4. Replacement element numbers are based on the initialized parameters.
By doing this, we guarantee that the S-box values are distinct numbers and fall between the higher and lower boundaries. The modified GSO is shown in Algorithm 1. While, the generated S-box based on modified GSO is shown in Table 2 with nonlinearity 107.00.

## 5. Evaluation of the proposed S-box

To ascertain modified GSO efficiency, several tests based on S-box generation were conducted. On a machine running Windows 10 (64-bit OS), MATLAB Release 2021a, and an Intel(R) CoreTM i7-8565U CPU clocked at 3.79 GHz , all tests were conducted.

### 5.1 Performance evaluation of the produced $S$ box

The sturdy $S$-box must meet the following conditions, some of which are detailed in Section 3.

```
Algorithm 1. S-box produced based on modified GSO
input: S-box initial values of Table 1, Step size \(S\), initialise parameters.
output: Manipulation of S-box with Largely nonlinear.
Using Eq. 2, evaluate the S-box and determine the best current solution;
While (stopping criterion is not met) do
        For each glowworm
            Calculate the luciferin value using equation (9)// Update phase
        End for
        For each glowworm
            Calculate the probability of moving using equation (10)
            Select glowworm with the large probability;
            Moving from location g to location h using equation (11)// Movement phase
            Update each glowworm's neighborhood range using equation (12)// Neighborhood Range Update
phase
            Using Eq. 2, evaluate the generated S-box and determine the best new solution;
        End for
        Store the current best solution;
```

End while.

Table 2. S-box produced based on modified GSO

|  | $\mathbf{n}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{F}$ | $\mathbf{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}$ | $7 \boldsymbol{7 1}$ | 111 | 77 | 706 | 198 | 144 | 75 | 108 | 158 | $\mathbf{1 5 4}$ | 739 | 171 | $\boldsymbol{7 8}$ | 47 | 30 | 104 |
| $\mathbf{1}$ | 204 | 85 | 210 | 167 | 237 | 39 | 112 | 254 | 124 | 11 | 37 | 97 | 242 | 84 | 184 | 42 |
| $\mathbf{2}$ | 78 | 227 | 41 | 107 | 38 | 110 | 207 | 25 | 74 | 250 | 123 | 58 | 22 | 71 | 196 | 155 |
| $\mathbf{3}$ | 170 | 49 | 135 | 213 | 68 | 55 | 40 | 57 | 147 | 1 | 255 | 14 | 220 | 113 | 139 | 63 |
| $\mathbf{4}$ | 171 | 194 | 212 | 7 | 138 | 251 | 253 | 24 | 126 | 17 | 48 | 245 | 51 | 181 | 208 | 149 |
| $\mathbf{5}$ | 66 | 240 | 54 | 94 | 100 | 89 | 3 | 129 | 6 | 82 | 191 | 185 | 174 | 4 | 199 | 218 |
| $\mathbf{6}$ | 197 | 92 | 99 | 93 | 125 | 29 | 67 | 35 | 247 | 236 | 164 | 166 | 190 | 8 | 45 | 69 |
| $\mathbf{7}$ | 224 | 81 | 43 | 201 | 15 | 178 | 95 | 193 | 225 | 20 | 148 | 160 | 244 | 145 | 177 | 137 |
| $\mathbf{8}$ | 88 | 105 | 64 | 176 | 90 | 16 | 83 | 168 | 33 | 198 | 98 | 127 | 163 | 101 | 46 | 61 |
| $\mathbf{9}$ | 13 | 133 | 115 | 0 | 222 | 195 | 117 | 157 | 44 | 228 | 162 | 249 | 182 | 226 | 189 | 172 |
| $\mathbf{A}$ | 141 | 246 | 175 | 106 | 211 | 114 | 60 | 231 | 26 | 233 | 151 | 238 | 80 | 79 | 27 | 118 |
| $\mathbf{B}$ | 215 | 59 | 87 | 219 | 205 | 52 | 183 | 217 | 248 | 72 | 214 | 96 | 2 | 186 | 140 | 152 |
| $\mathbf{C}$ | 142 | 180 | 91 | 56 | 116 | 203 | 19 | 5 | 73 | 169 | 216 | 232 | 209 | 229 | 159 | 235 |
| $\mathbf{D}$ | 130 | 161 | 21 | 150 | 179 | 165 | 234 | 131 | 12 | 86 | 32 | 34 | 192 | 9 | 10 | 18 |
| $\mathbf{E}$ | 23 | 200 | 230 | 103 | 173 | 132 | 50 | 102 | 109 | 156 | 252 | 143 | 70 | 53 | 136 | 119 |
| $\mathbf{F}$ | 122 | 202 | 134 | 153 | 65 | 36 | 120 | 146 | 188 | 62 | 223 | 243 | 76 | 187 | 31 | 241 |

Fourteen S-boxes were created using different methods, and the results of the eleven S-boxes created utilizing GSO methodologies were compared.

### 5.1.1. Nonlinearity property:

Eq. (2) calculates the nonlinearities of eight Boolean functions of the created S-boxes compared to other S-boxes generated using various methods, and Table 3 displays the results. The objective
function was to obtain an $S$-box with nonlinearity scores of $108 \quad 108 \quad 104 \quad 108 \quad 108 \quad 106 \quad 108 \quad 106$ with an average of 107.00 . When compared to other ways, the GSO approach is deemed to be an adequate method with acceptable outcomes for obtaining high nonlinearity. Although there are some references that have a higher nonlinearity of Sbox than the proposed algorithm but the proposed approach achieved higher results in other S-box

Table 3. Analysis of S-boxes nonlinearity

| Ref. | N1 | $\mathbf{N} 2$ | $\mathbf{N} 3$ | $\mathbf{N} 4$ | $\mathbf{N} 5$ | $\mathbf{N 6}$ | $\mathbf{N} 7$ | $\mathbf{N} 8$ | Max. | Min. | Avg. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed | 108 | 108 | 104 | 108 | 108 | 106 | 108 | 106 | 108 | 104 | 107.00 |
| $[15]$ | 108 | 108 | 108 | 108 | 108 | 108 | 108 | 108 | 108 | 108 | 108 |
| $[16]$ | 110 | 106 | 106 | 108 | 108 | 108 | 106 | 106 | 110 | 106 | 107.25 |
| $[14]$ | 108 | 106 | 106 | 106 | 106 | 110 | 106 | 108 | 110 | 106 | 107 |
| $[12]$ | 108 | 106 | 108 | 110 | 110 | 108 | 104 | 100 | 110 | 100 | 106.75 |
| $[8]$ | 108 | 108 | 106 | 106 | 106 | 106 | 106 | 106 | 108 | 106 | 106.5 |
| $[13]$ | 110 | 106 | 108 | 106 | 106 | 106 | 104 | 106 | 110 | 104 | 106.5 |
| $[7]$ | 108 | 106 | 104 | 106 | 108 | 106 | 106 | 106 | 108 | 104 | 106.25 |
| $[9]$ | 106 | 106 | 106 | 106 | 105 | 106 | 107 | 106 | 107 | 105 | 106 |
| $[5]$ | 104 | 106 | 108 | 106 | 102 | 104 | 106 | 106 | 108 | 102 | 105.25 |
| $[11]$ | 104 | 100 | 108 | 106 | 102 | 106 | 104 | 108 | 108 | 100 | 104.75 |
| $[6]$ | 102 | 102 | 100 | 106 | 102 | 100 | 104 | 98 | 106 | 98 | 101.75 |

Table 4. BIC-nonlinearity test for the suggested S-box

| 0 | 106 | 102 | 102 | 102 | 108 | 104 | 104 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 106 | 0 | 102 | 106 | 104 | 106 | 106 | 102 |
| 102 | 102 | 0 | 106 | 104 | 96 | 102 | 108 |
| 102 | 106 | 106 | 0 | 102 | 108 | 104 | 100 |
| 102 | 104 | 104 | 102 | 0 | 102 | 104 | 104 |
| 108 | 106 | 96 | 108 | 102 | 0 | 98 | 108 |
| 104 | 106 | 102 | 104 | 104 | 98 | 0 | 98 |
| 104 | 102 | 108 | 100 | 104 | 108 | 98 | 0 |

Table 5. Dependency matrix for the suggested S-box

| 0.4688 | 0.5 | 0.5469 | 0.5781 | 0.4062 | 0.4375 | 0.4844 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.4531 | 0.5625 | 0.4531 | 0.4531 | 0.5625 | 0.5 | 0.5312 | 0.5156 |
| 0.4375 | 0.4688 | 0.5 | 0.4531 | 0.5156 | 0.4688 | 0.4688 | 0.4688 |
| 0.5156 | 0.5 | 0.5156 | 0.5 | 0.4531 | 0.4688 | 0.4844 | 0.5938 |
| 0.5625 | 0.4844 | 0.4844 | 0.4688 | 0.4844 | 0.5156 | 0.5312 | 0.4219 |
| 0.5156 | 0.5156 | 0.5156 | 0.5781 | 0.4531 | 0.5312 | 0.5156 | 0.5469 |
| 0.5 | 0.5156 | 0.5 | 0.5312 | 0.5938 | 0.5 | 0.5781 | 0.4688 |
| 0.4844 | 0.4844 | 0.4062 | 0.4844 | 0.5156 | 0.5156 | 0.4844 | 0.4844 |

Table 6. Comparison of BIC and SAC results

| Ref. | BIC Avg. | SAC Avg. |
| :---: | :---: | :---: |
| Proposed S-box | 103.500 | 0.49903 |
| $[15]$ | 103.35 | 0.5068 |
| $[16]$ | 104.7857 | 0.498 |
| $[14]$ | 104.21 | 0.5014 |
| $[12]$ | 104 | 0.5002 |
| $[8]$ | 104.07 | 0.5001 |
| $[13]$ | 104.57 | 0.4995 |
| $[7]$ | 103 | 0.4996 |
| $[9]$ | 102.64 | 0.5065 |
| $[5]$ | 103.57 | 0.4994 |
| $[11]$ | 105.07 | 0.4938 |
| $[6]$ | 102.64 | 0.5017 |

measurements. Therefore, it is possible to use the obtained S-box with the applications that are compatible with the results we got.

### 5.1.2. Bijective property:

Because of the fact that all of the proposed Sbox values fall inside the range $[0,255]$, the produced S-box is bijective. All Boolean functions have the same Hamming weight, which is 128128 128128128128128.


Figure. 4. Images histogram

### 5.1.3. BIC property:

Table 4 displays the results of the suggested S -boxes. The resulting S-boxes have a minimum BIC-
nonlinearity of 96. Table 6 also includes a comparison of our S-box with the aforementioned sources. The GSO S-box had average values of 103.500. The GSO did not employ BIC as an objective function. Consequently, the goal of the
suggested technique was not to generate an S-box with a substantial BIC.

### 5.1.4. SAC property:

As shown in Table 5, the dependence matrix is used to describe the SAC of the proposed S-box.

The generated S-box has an average SAC value of 0.499 . It's nearly at the ideal value ( 0.5 ). Table 6 compares the SAC of the proposed S-boxes for this investigation. It has been demonstrated that the GSO method yields products with acceptable SAC properties.

### 5.2 Analysis of histogram

The histogram[31] displays an image's pixel distribution. The encryption picture may be attacked by the eavesdropper via a histogram analysis [32]. To avoid statistical histogram attacks, the encryption picture's histogram should be as uniform as feasible. Various photos ( $256 \times 256$ ) are shown in Fig. 4, of the $R, G$ and $B$ channels for original images before and after encryption. The encryption histogram appears to be more uniform than the ordinary histogram. Thus, the system is secure and immune to histogram attacks.

## 6. Conclusion

In this paper, a new method for creating a strong 8x8 S-box was proposed. A comparison of the resulting $S$-box with various studies was done. One of the most significant findings was the nonlinearity property, which came in at 107.0. Accordingly, this result is regarded as efficient and suitable result in cryptography operations. BIC and SAC averages were 103.500 and 0.499 respectively. The GSO did not use those criteria as an objective function. However, those results were accepted and it was better than other compared references. Additionally, a histogram was used to demonstrate the resistance to differential analysis. Therefore, the suggested Sbox is strong and resistant to cryptographic assaults, and it also offers good confusion. In future work, the got S-box will be further upgraded into a dynamic S-box by using a more advanced metaheuristic algorithm approach.
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