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Abstract: Cardiovascular Diseases (CVDs) have become a burden to the healthcare system due to the increase in the 

number of patients and the ratio of mortality. Various techniques are applied for the classification of Premature 

Ventricular Contraction (PVC) and existing methods have lower sensitivity due to more similarity of features between 

classes. This research proposes the Spiral Search - Manta Ray Foraging (SP-MRF) algorithm to select the unique 

features that help to increase the sensitivity of the model. The Convolutional Neural Network (CNN) based model is 

used for the feature extraction from the input signals and the SP-MRF method selects features from extracted features. 

The Spiral Search technique increases the exploitation of the search method that helps to distinguish between more 

similar features and select unique features for classes. The selection of unique features helps to increase the sensitivity 

and efficiency of the model in PVC classification. The selected features were applied for the Bi-directional Long Short 

Term Memory (BiLSTM) for PVC classification and evaluated the performance. The efficiency of the SP-MRF-

BiLSTM model is evaluated on the MIT-BIH dataset for PVC classification. The SP-MFR-BiLSTM model has 

99.97 % accuracy, and 99.52 % sensitivity and the KNN-deep metric has 99.59 % accuracy and 96.7 % sensitivity in 

the model. 

Keywords: Bi-directional long short term memory, Cardiovascular diseases, Convolutional neural network, Premature 

ventricular contraction, Spiral search - manta ray foraging. 

 

 

1. Introduction 

Recently, Cardiovascular Diseases (CVDs) have 

greatly increased worldwide and CVDs is considered 

one of the leading cause of death in many countries. 

Electrocardiograms (ECG) provide a measure of non-

invasive heart electrical activity and are commonly 

used to monitor and assess the cardiac status of a 

patient [1]. Rheumatic heart disease, cerebrovascular 

illness, coronary heart disease, blood vessel disorders 

and other disease-related to the heart are known as 

CVDs. Strokes and Heart attacks are responsible for 

more than four out of every five CVD fatalities, with 

one-third of these deaths occurring before 70 [2]. 

Arrhythmia is a heart condition that characterizes 

based on heartbeat rhythm or rate and the heartbeat is 

faster than normal, has an irregular pattern, or is too 

slow. Commonly known cardiovascular diseases 

include arrhythmias types such as Premature 

Ventricular Contraction (PVC), Premature Atrial 

Contraction (PAC), Ventricular Fibrillation (VF), 

and Atrial Fibrillation (AF) [3]. Arrhythmia 

classification based on Electrocardiogram (ECG) is 

required for diagnosis and heart diseases prevention. 

In the bio-signal analysis field, ECG signals 

classification receives the most attention. 

Cardiologist faces the problem of accurate diagnosis 

of a large number of ECG signal due to the 

complexity of ECG records. Automatic classification 

of arrhythmia is an effective way to reduce the burden 

on cardiologists [4, 5].  

Arrhythmia detection based on intelligent 

systems are applied to overcome such disadvantages 

that involve techniques such as machine learning, 
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statistical analysis, and biomedical signal processing. 

Statistical analysis and signal processing are widely 

applied to extract distinguishing features that better 

depict the ECG signal characteristics and ECG 

system reveals dynamics [6, 7]. Premature 

Ventricular Contractions (PVCs) are often based on 

Idiopathic ventricular arrhythmias. PVCs commonly 

occur without structural heart disease and present 

with a focal mechanism. The activation from PVC 

origin from such a setting propagate normally 

through the healthy myocardium and provides 

characteristic of ECG, which are specific to the PVC 

origin site [8, 9]. Monitoring through Holter for this 

purpose is often used and computational tools 

provide essential assistance to specialists. The 

existing methods were applied for PVC detection 

based on QRS complexes and feature selection 

methods [10]. The objectives and contribution of this 

research are discussed as follows: 

The spiral search is proposed in the MRF method 

to improve the exploitation of the model and 

increases the efficiency of the PVC classification. 

The SP-MRF method selected features that are 

applied to the BiLSTM model for the classification of 

PVC. 

The spiral search technique selects the unique 

features for the classification due to its ability to 

distinguish more similar features. This advantage 

helps to improve the sensitivity of the model in PVC 

classification. 

The SP-MFR-BiLSTM model is compared with 

existing methods in PVC classification, individual 

feature selection and classification. The SP-MFR-

BiLSTM model shows higher efficiency in PVC 

classification than existing models. 

The paper is organized as follows: Literature 

reviews related to the existing research works are 

explained in Section 2 and the SP-MRF-BiLSTM 

model is illustrated in Section 3. The simulation setup 

is given in Section 4 and the results & discussion are 

illustrated in Section 5. The conclusion of this 

research work is given in Section 6. 

2. Literature review 

Cardiac arrhythmia is very complex to handle for 

the hospitals due to increases in number of patients 

and ratio of mortality. Some of the research involves 

in applying the machine learning based methods for 

Premature Ventricular Contraction was reviewed in 

this section. 

Mastoi [11] applied derived variables from ECG 

signals such as verification of P-wave, QRS duration, 

R-R wave interval, and interval of previous R-R wave. 

Applied four classifiers such as Random Forest (RF), 

Naïve Bayes (NB), Support Vector Machine (SVM) 

and K-Nearest Neighbor (KNN). The notch filter is 

applied to the band rejection filter to eliminate power 

line interference and high frequency noise from a 

signal. The developed model was evaluated using 

MIT-BIH-AR dataset for the classification of signal. 

The windowing algorithm was applied to set window 

for intervals with zero value of particular interval. 

The KNN model is sensitive to outlier and SVM 

model has imbalance data problem. 

Wang [12] applied Convolutional Neural 

Network (CNN) model to clinical ECG reports of 

scanned ECG images to segment and classify the 

heartbeats. The OTSU algorithm was applied with 

erosion and dilation. The CNN-based model was 

evaluated using Fujian Provincial Hospital data and 

the MIT-BIH dataset to test its efficiency. The OTSU 

algorithm and gamma transform were applied for 

automatic extraction of ECG signal and to 

differentiate the curve. The development of a 

classification model and automatic heartbeat 

segmentation for a normal heartbeat and Premature 

Ventricular Contraction (PVC) were carried out. The 

heartbeat was segmented and classified after the ECG 

curve extraction. CNN training requires large data 

and training the CNN model causes overfitting 

problems due to the generation of more features in 

network. 

Sarshar [13] applied deep learning based PVC 

recognition model and evaluate the model using the 

MIT-BIH dataset. Three morphological features in 

statistical features such as QRS width, QR amplitude, 

RS amplitude, and 10 heartbeats. Each signal is 

computed with seven statistical features in the 

classification model. ECG data of 20 s was used to 

extract the features that create a feature vector. CNN 

model was applied with these features to classify and 

find unique patterns more effectively for the network. 

The pipeline model improves the efficiency of 

arrhythmia diagnosis and is evaluated using of MIT-

BIH dataset. The CNN model generates more 

features in the network and is applied with extra 

features causing an overfitting problem. 

Yu [14] applied a PVC detection model from 

long-term ECG signal and utilize deep metric 

learning to extract features with a separated inter-

product difference and compact intra-product 

variance. Sample distance calculated using KNN 

classifier based on these features is used to detect 

PVC in the system. Supervised deep metric learning 

performs automatic feature extraction that avoids 

bias in the system. The KNN-based classifier was 

evaluated using the MIT-BIH dataset for the 

classification of PVC. The deep model features  
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Figure. 1 The flow of the SP-MRF model in PVC classification 

 

consist of outlier data and the KNN model is sensitive 

to outlier data that affects the efficiency of the model. 

Yang [15] applied an ensemble classifier model 

for heart ventricular and atrial abnormalities 

detection in ECG signals based on morphological 

features. The ECG signal was pre-processed to detect 

the main character waves in the input signal. Selected 

ECG segments extraction and ECG morphological 

features combination were used for classification. 

The features such as wavelet decomposed ECG 

signal, principal components of the third and fourth 

level, QRS complex of morphological visual pattern, 

and morphological parameters were applied in the 

model. Several popular classification models 

knowledge is integrated for the ensemble 

classification method. The ensemble model is 

evaluated using AAMI standards and the MIT-BIH 

dataset. The ensemble model has a limitation of 

voting-based selection that affects the sensitivity of 

the model. 

3. Proposed method 

This research proposes the SP-MRF method for 

the feature selection process that improves the 

classification of PVC. The CNN model is applied for 

feature extraction and SP-MRF model selects 

features from CNN features. The selected features are 

applied to the Bi-LSTM model for the classification. 

The flow of SP-MRF model is shown in Fig. 1. 

3.1 Convolutional neural network 

The CNN model consists of Convolutional layer, 

pooling layer, and output layer for feature extraction 

from the signal. 

3.2 Convolutional layer 

The CNN model gained popularity in various 

domains due to its capacity to learn a representation 

of images [19, 20]. CNN model consists of 

convolutional layers that apply kernels convolution 

in input data to learn features from input data. The 

non-linear activation function is applied to perform a 

filter, as given in Eq. (1). 

 

𝑎𝑖,𝑗 = 𝑓(∑ ∑ 𝑤𝑚,𝑛
𝑁
𝑛=1

𝑀
𝑚=1 . 𝑥𝑖+𝑚,𝑗+𝑛 + 𝑏)     (1) 

 
Where bias value is denoted as 𝑏, a non-linear 

function is denoted as 𝑓, convolution weight matrix 

is denoted as 𝑤𝑚,𝑛, the corresponding activation is 

denoted as 𝑎𝑖,𝑗 , neuron (𝑖, 𝑗)  connected to upper 

neurons denoted as 𝑥𝑖+𝑚,𝑗+𝑛. 

Rectified Linear Unit (ReLU) of convolution 

layers are applied to measure feature maps and non-

linear functions, as given in Eq. (2). 

 
𝜎(𝑥) = 𝑚𝑎𝑥(0, 𝑥)                     (2) 
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CNN model consists of more convolution kernels 

and input samples are used to mine more hidden 

features. CNN model has been applied with two 

convolution layers. Feature extraction is carried out 

based on 64 convolutional kernels and the first 

convolutional layer is used for the 1 × 5 convolution 

kernel. The deeper feature extraction is carried out 

based on 128 convolution kernels and the 

convolution window is carried out based on 2 sliding 

steps. The 1 × 3 sizes of each convolution kernel were 

applied and layer is applied with convolution window 

of 1 step size. Two convolutional layers are applied 

with a Max-pooling layer to perform down-sampling. 

The filter noise interference is applied with two 

processes and the dominant feature is applied to 

reduce features. 

3.2.1. Pooling layer 

The computational burden and overfitting 

problems are provided by an activation map of many 

features in the system. Non-linear sub-sampling in 

the pooling layer is performed to minimize the 

features in the system. Translation invariance is 

carried out by pooling and two pooling methods are 

commonly used such as max-pooling and average 

pooling. In each pooling region, max pooling is used 

with max value and average pooling is used with the 

average value. 

3.2.2. Output layer 

The output layer is applied with a softmax 

classifier and a fully connected layer in the system. A 

fully connected layer is used as the last layer that is 

used to extract features from the network. A fully 

connected layer of each node is connected with upper 

layer nodes to merge extracted features. 

3.3 Manta ray foraging optimization 

Manta Ray Foraging optimization mimics the 

Manta Ray Behaviour [16-18]. Main foraging 

strategies such as somersault, cyclone, and chaining 

are formulated in the MRFO method. MRFO method 

is similar to several metaheuristic algorithms and 

randomly defined initialization is given in Eq. (3). 

 

𝑋𝑖,𝑗(𝑡) = 𝐿𝑏𝑖,𝑗 + 𝑟(: ). (𝐻𝑏𝑖,𝑗 − 𝐿𝑏𝑖,𝑗) 

 

∀𝑖 ∈ 𝑁𝑝𝑜𝑝, 𝑗 ∈ 𝑁𝑣𝑎𝑟                       (3) 

 

Chaining strategies of best foodstuffs are applied 

in Manta Ray behaviour to change the positions (𝑋𝑖,𝑗) 

[16]. 

𝛼 = 2. 𝑟(: ). √|𝑙𝑜𝑔(𝑟(: ))|                  (4) 

 
Spiral similar to swarm swimming to cyclones is 

carried out based on foodstuff noticing. In this 

operator, the Positions of the latest Manta Ray are 

adjusted around the best position, as in equation (5). 

 
𝑋𝑖,𝑗(𝑡 + 1) = 

𝑋𝑖,𝑗(𝑡) + 𝑆𝐹. (𝑟2𝑋𝑏𝑒𝑠𝑡,𝑗 − 𝑟3𝑋𝑖,𝑗(𝑡)) ∀𝑖 ∈ 𝑁𝑝𝑜𝑝 (5) 

 

Where high food concentration of best location 𝑗 
is defined as 𝑋𝑏𝑒𝑠𝑡 [16]. 

 

𝛽 = 2. 𝑒𝑥𝑝 (𝑟1.
𝑇𝑚𝑎𝑥−𝑡+1

𝑇𝑚𝑎𝑥
) . 𝑠𝑖𝑛(2𝜋𝑟1)        (6) 

 
If verified the low concentration, the random 

position is set [16]. 
Two specific behaviors such as exploration and 

exploitation are set in the method. Specific operators 

are used to balance exploration and exploitation in 

metaheuristic algorithms. If 𝑡/𝑇𝑚𝑎𝑥 in MRFO is less 

than rand, then exploitation cycle is performed 

otherwise search space is performed. The MRFO 

control system performs 𝑆𝐹 , 𝑁𝑝𝑜𝑝,and 𝑇𝑚𝑎𝑥  that is 

followed to ensure good performance. 

3.3.1. Spiral search technique 

The Manta Ray second state is randomly 

generated to a position in the space. The blind 

operation of this kind slows down algorithm 

convergence speed. The spiral search mechanism is 

introduced to solve this problem. The spiral search 

mechanism has more possibilities for Manta ray to 

make full use of location thus increasing global 

solution ability in the optimization process. The 

spiral structure trajectory was applied as a search 

space which is measured based on a calculation of the 

distance between Manta Ray best position and the 

previous position. The mathematical expression is 

given as follows in Eq. (7). 

 
𝑥𝑡+1 = 𝐷. 𝑒𝑥𝑝(𝑏 × 𝑙) . 𝑐𝑜𝑠(2𝜋𝑙) + 𝑔𝑏𝑒𝑠𝑡      (7) 

 
Where 𝑙 denotes a random number in a range of 

[-1, 1], the logarithmic spiral shape is defined as a 

constant 𝑏 , the distance from current best position 

from 𝑖𝑡ℎ  position of Manta Ray is denoted as 𝐷 =
|𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡|. 
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Figure. 2 The architecture of the long short term memory (LSTM) model 

 

3.4 Bi-LSTM 

The LSTM model decides the features be 

discarded or stored in long term. CVD classification 

requires historic data and recent data for effective 

classification. The self-feedback method is applied in 

LSTM model with a hidden layer to handle 

dependence problem in long-term [19, 20].  

Memory cells and three gates are used to store 

features in LSTM model that handles long-term 

features problem. The architecture of LSTM unit is 

shown in Fig. 2. 

The cell output is denoted as ℎ𝑡 , cell value 

memory is denoted as 𝑐𝑡 , the previous step of cell 

output is denoted as ℎ𝑡−1 and input data at time 𝑡 is 

denoted as 𝑥𝑡. The step by step process of LSTM unit 

is denoted as follows. 

The LSTM unit output ℎ𝑡 is measured, as given 

in Eq. (8). 

 

ℎ𝑡 = 𝑜𝑡 × 𝑡𝑎𝑛ℎ(𝑐𝑡)                     (8) 
 

The weight matrix is denoted as 𝑊0, the bias is 

denoted as 𝑏0, the memory cell of control state value 

is 𝑜𝑡, and output gate 𝑜𝑡 is given in Eq. (9). 

 

𝑜𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0)                (9) 
 

The LSTM unit last state value is denoted as 𝑐𝑡−1 

in memory cell 𝑐𝑡 of the current moment, as in Eq. 

(10). 

 

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 × 𝑐�̃�                 (10) 
 

Where dot product is denoted as “×”. The last cell 

and candidate cell state values are used by the 

memory cell to control the input and output gate.  

Forget gate controls historical data in memory 

cell state value, the forget gate is denoted as 𝑓𝑡, the 

bias is denoted as 𝑏𝑓, the weight matrix is denoted as 

𝑊𝑓. The forget gate process is given in Eq. (11). 

 

𝑓𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)              (11) 

 
Memory cell state value of current input data 

update input gate, the input gate is denoted as 𝑖𝑡, the 

weight matrix is denoted as 𝑊𝑖, sigmoid function is 

denoted as 𝜎, and the bias is denoted as 𝑏𝑖. The input 

gate process is given in Eq. (12). 

 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)              (12) 
 

Eq. (13) denotes candidate memory cell 𝑐�̃�, bias 

is denoted as 𝑏𝑐 and weight matrix is denoted as 𝑊𝑐. 

 

𝑐�̃� = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)          (13) 
 

LSTM model memory cell and control gates in 

model perform long term information store and 

update. LSTM model control output dimension that 

uses weight matrix adjust based on internal 

parameters. 
The Bi-LSTM model consists of two LSTMs with 

each token of sequence learning applied for tokens 

based on past and future content. The Bi-LSTM 

model processes data in two manners: left to right and 

right to left. Hidden unit function ℎ⃗  at a hidden 

forward layer is used for the forwarding process and 

at each time step 𝑡 of the previous hidden state ℎ𝑡−1  
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Figure. 3 The overview of BiLSTM model 

 

is used for the reverse process. Hidden backward 

layers are used by a hidden unit function ℎ⃗⃖ and future 

hidden state ℎ⃗⃖𝑡+1 . The concatenate ℎ⃗⃖𝑡  and ℎ⃗ 𝑡  to 

create a long vector to represent forward and 

backward process of content representation. 

Combined output classification is used for target 

class. The Bi-LSTM model overview is shown in Fig. 

3. 

4. Simulation setup 

Dataset: The public benchmark MIT-BIH 

arrhythmia dataset [21] is used to evaluate the model 

performance in arrhythmia classification. The dataset 

consists of 48 two-lead recordings and each consists 

of 30 minutes duration. 

Parameter settings: In the Bi-LSTM model, the 

number of epochs is set as 8, the number of the hidden 

layer is set as 150, dropout is set as 0.2 and adam 

optimizer is used as the network optimizer. In SP-

MRF, the number of iterations is set as 50 and the 

number of population is set as 50. 

System Configuration: The SP-MRF model for 

PVC detection is carried out in a system of 16 GB 

RAM, 6 GB graphics card and Intel i7 processor. 

Metrics: The accuracy, precision and recall 

formula is given in Eqs. (14) to (16). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100        (14) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100             (15) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100               (16) 

5. Results 

The SP-MRF-BiLSTM model is applied for the 

classification of PVC and evaluated in MIT-BIH 

dataset. The performance metrics and error values are 

calculated in the model and discussed in this section. 

 

 
Figure. 4 The error value measures vs number of epochs 



Received:  April 27, 2022.     Revised: June 23, 2022.                                                                                                        7 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.01 

 

Table 1. Feature selection methods in PVC detection 

Methods Accuracy (%) Sensitivity (%) Specificity (%) 

WOA 89.4 88.3 87.6 

GO 92.3 90.3 91.1 

MRF 95.3 91.2 92.1 

SP-MRF-BiLSTM 99.97 99.52 99.4 

 

 
Figure. 5 Feature selection analysis on MIT-BIH dataset 

 
Table 2. Classifier analysis in PVC classification 

Methods Accuracy (%) Sensitivity (%) Specificity (%) 

KNN 84.1 83.6 84.5 

SVM 89.4 84.2 83.8 

RF 88.7 87.2 86.5 

LSTM 98.7 97.3 98.2 

SP-MRF-BiLSTM 99.97 99.52 99.4 

 

 
Figure. 6 Classifier analysis on PVC classification 

 

Table 3. Comparative analysis in PVC classification 

Methods Accuracy (%) Sensitivity (%) Specificity (%) 

Hybrid feature extraction [11] 99.96 98.9 99.2 

OTSU - Gamma [12] 98.25 95.47 97.72 

Deep learning based PVC [13] N/A 99.2 N/A 

KNN-deep metric [14] 99.59 96.7 96.7 

Ensemble classifier [15] 98.68 N/A N/A 

SP-MRF-BiLSTM 99.97 99.52 99.4 

 



Received:  April 27, 2022.     Revised: June 23, 2022.                                                                                                        8 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.01 

 

Error value is calculated for various numbers of 

epochs in the SP-MRF-BiLSTM for classification of 

PVC, as shown in Fig. 4. The MSE value is reduced 

for 8 epochs due to increases of learning in the 

network. In 9th and 10th epochs, error value increases 

due to an overfitting problem in the network.  

The SP-MFR-BiLSTM model is evaluated on 

MIT-BIH dataset for feature selection and compared 

with existing feature selection methods, as given in 

Table 1 and Fig. 5. The SP-MRF-BiLSTM model 

provides higher efficiency in terms of accuracy, 

sensitivity and specificity due to the increase in 

exploitation of the SP-MRF-BiLSTM model. The 

SP-MRF-BiLSTM model balance the trade-off 

between exploration and exploitation in search which 

helps to increase efficiency. The spiral search helps 

to find the unique features and increases the 

sensitivity of the model. The WOA and GO model 

has giving priority to local features that involve in 

local optima trap. The SP-MRF-BiLSTM model has 

99.97 % accuracy, and 99.52 % sensitivity and MRF 

method has 95.3 % accuracy and 91.2 % sensitivity. 

The SP-MFR-BiLSTM model is compared with 

the existing classifier in PVC classification, as shown 

in Fig. 6 and Table 2. The SP-MFR-BiLSTM model 

has the advantage of increasing the exploitation 

process that selects the unique features and increases 

efficiency. The KNN model is sensitive to outliers 

that improve the performance, Random Forest (RF) 

has an overfitting problem and Support Vector 

Machine (SVM) model has imbalance data problem. 

The LSTM model has vanishing gradient problem 

and SP-MRF model increases the efficiency of 

classification. The SP-MRF-BiLSTM model has 

99.97 % accuracy, 99.52 % sensitivity, and LSTM 

has 98.7 % accuracy and 97.3 % accuracy. 

The SP-MFR-BiLSTM is compared with existing 

methods in PVC classification, as given in Table 3. 

The SP-MFR-BiLSTM model has higher efficiency 

than existing methods in PVC classification due to its 

efficiency in spiral search. The KNN deep metric [14] 

model has a second higher performance due to CNN 

based feature extraction. The OTSU-Gamma [12] 

and Hybrid feature extraction model [11] has 

considerable performance in PVC classification. The 

existing methods [11, 12, 14] have lower sensitivity 

and sensitivity is an important measure in the medical 

system. The SP-MRF-BiLSTM model selects unique 

features to improve the efficiency and sensitivity of 

the model due to the spiral search process. The spiral 

search method can distinguish more similar features 

spiral search that helps to select unique features in the 

model. The SP-MFR-BiLSTM model has 99.97 % 

accuracy, and 99.52 % sensitivity, and the KNN-deep 

metric [14] has 99.59 % accuracy and 96.7 % 

sensitivity in the model. 

6. Conclusion 

The existing methods in PVC classification have 

the limitations of lower sensitivity due to the presence 

of more similar features. This research proposes the 

SP-MRF-BiLSTM model to increase the exploitation 

in the search process and improve performance. The 

SP-MRF-BiLSTM model is evaluated using the 

MIT-BIH dataset and compared with existing models. 

The spiral search technique can distinguish features 

related to the classes and select unique features for 

classification. The selected features were applied to 

the BiLSTM model to increase the classification 

performance. The existing KNN model is sensitive to 

an outlier in the data and the SVM model has 

imbalance data problem. Existing WOA and GO 

methods provide more priority to local features 

involved in local optima trap. The SP-MFR-BiLSTM 

model has 99.97 % accuracy, 99.52 % sensitivity, and 

KNN-deep metric has 99.59 % accuracy and 96.7 % 

sensitivity in the model. The future work of this 

model involves in applying the batch normalization 

based CNN model to improve classification 

performance. 
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Symbols Description 

𝑎𝑖,𝑗  corresponding activation 

𝑏 logarithmic spiral shape constant 

𝑏0, 𝑏𝑐, 𝑏𝑓 Bias 

𝑐𝑡−1 LSTM unit last state 

𝑐�̃� candidate memory cell 

𝑐𝑡 cell value memory 

𝐷 Distance 

𝑓 non-linear function 

𝑓𝑡 forget gate 

ℎ⃖⃗ backward layers 

ℎ⃗  Hidden unit function 

ℎ𝑡−1 cell output of previous step 

ℎ𝑡 cell output 

𝑖, 𝑗 Neuron 

𝑖𝑡 input gate 

𝑙 random number 

𝑜𝑡 output gate 

𝑤𝑚,𝑛 convolution weight matrix 

𝑊0, 𝑊𝑐, 𝑊𝑓, 𝑊𝑖 weight matrix 

𝑋𝑖,𝑗 Manta Ray positions 

𝑥𝑖+𝑚,𝑗+𝑛 upper neurons 

𝑋𝑏𝑒𝑠𝑡  best location 

𝑥𝑡 input data at time 𝑡 
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