
Int. J. Advanced Networking and Applications   
Volume: 13 Issue: 05 Pages: 5113-5118(2022) ISSN: 0975-0290 

5113 

A Study on Queuing Systems and its Deterministic 
Measures  

CS Reddy 
Department of Mathematics, Cambridge Institute of Technology – NC, Bangalore, India-561203 

Email: abcdef@gmail.com 
Krishna Anand S 

Department of Artificial Intelligence, Anurag University, Hyderabad-500088 
Email:skanand86@gmail.com  

 

-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 

In this paper we show that queueing theory can accurately model the flow of in-patient in hospital. In which 

arrival rate, service rate and number of parallel servers are all considered as fuzzy numbers. Further Robust 

Ranking technique is used to find the expected mean queue length and waiting time in queue. Further numerical 

illustration is also given to justify the validity of the model.  In this model capacity of the system is infinite. 
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1. INTRODUCTION 

Queuing models are used to predict the performance of 

service systems when there is uncertainty in arrival and 
service times. In this note we will explain queuing 
terminology and discuss some simple queuing models. 
This note uses the terminology and conventions of 
Macros, a spreadsheet add-in to analyze queuing systems. 

The simplest possible (single stage) queuing systems have 
the following components: customers, servers, and a 
waiting area (queue), see figure 1. An arriving customer is 
placed in the queue until a server is available. To model 
such a system, we need to specify: 
• the characteristics of the arrival process. 
• the characteristics of the service process; and 
• how (in what order) waiting customers are dispatched to 
available servers. 
 

 
Fig 1. Single stage queuing system. 

 
In this note we will always assume that customers are 
served in the order in which they arrive in the system 
(First-Come-First-Served or FCFS). For the characteristics 
of the arrival and service processes we will make various 
assumptions, and in general, queuing models are classified 
according to the specific assumptions made.  
In section 2 below we will discuss probability basics, and 
in section 4 we will go over various performance measures 
for queuing systems. This material is somewhat technical 
in nature, but it is necessary for a precise understanding of 
what queuing models can and cannot do.   
In section 3 some basic queuing models will be discussed 
in detail: 

 M/M/s – a multi-server model with Poisson arrivals 
and Exponential service times. 

 G/G/s – a multi-server model with General arrival 
process and General distribution of service times. 

 M/M/s/N – a multi-server model with Poisson arrivals, 
Exponential service times and a finite facility size so 
that no more than N customers can be present at any 
time. 

 M/M/s Impatient – a multi-server model with Poisson 
arrivals, Exponential service times and Impatient 
customers prone to balking or reneging. 

Finally, section 4 gives an overview of basic queuing 
system parameters and performance measures. 
 

 
Fig 2.Basic Components of the Queuing system 

 

2. The Exponential Distribution 
Clearly, it is impossible to always predict in advance 
precisely how much service time a customer requires. 
Hence the service time of a customer is assumed to follow 
some probability distribution. The exponential distribution 
is the most frequently used distribution in queuing models. 
Quite often, we assume that the service time of a customer 
is independent of the service time of all other customers 
and follows an exponential distribution. In addition, as we 
will see in the next subsection, the time between two 
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consecutive arrivals to a queuing system is also frequently 
assumed to follow an exponential distribution.  
 

 
Fig 3. Exponential Cumulative Distribution Functions 

for arrival rate 0.5, 1.0, 2.0. 
 

Let S be (the random variable describing) the service time 
of an arbitrary customer. Then S is said to follow an 
exponential distribution if for all t ≥ 0: 

 Pr S t e
t   1 
 

The parameter µ is called the service rate and gives the 
average number of customers that a single server can 
process in the long run if she or he never runs out of 
customers to serve. This distribution is plotted for several 
values of µ, σin figure 3.  
Some useful and/or interesting facts about the exponential 
distribution are: 
• mean service time = E[S] = 1/µ,  
• the standard deviation of S = ∑[S] , 
• the coefficient of variation of S =cv[S] =1. 
 
In addition, the exponential distribution is what is called 
memoryless. This means that the distribution of the 
remaining service time of a customerwho is currently in 
service follows the same exponential distribution as the 
service time of a different customer who starts service 
now. Formally, for all t, s ≥ 0 we have 

 Pr |S t s S s e t     1   

Note that the right-hand side of this equation does not 
depend on s at all.  
It is this property that makes the exponential distribution 
easy to work with in queuing models: it is not necessary to 
keep track of how long a customer has already been in 
service since his remaining service time always follows 
the same distribution. In the commonly used shorthand 
notation for queuing models, the exponential distribution 
is represented by an “M” for Memoryless. 
 

3 The Poisson Process 

Arrivals to a service system usually occur in a random, 
unpredictable fashion. Even if a good forecast of the total 
number of arrivals is available, there is often still 
considerable uncertainty about the precise timing of 
arrivals. Consider, e.g., the checkout counter at a large 
hotel. Management has a good estimate of the number of 
guests that will check out that day, but there is 
considerable uncertainty about the number that will check 

out in the 7-7:30am time interval, and how the checkouts 
will bunch together during this interval. In a queuing 
model we therefore need some assumptions about the 
arrival process. A common assumption in many queuing 
models is that customers arrive according to a so-called 
Poisson Process. Formally, this process can be defined as 
follows. 
Let Ti be the arrival time of the ith customer. Arrivals are 
said to follow a Poisson Process if the successive inter-
arrival times T1–T0, T2–T1, …, Ti–Ti-1, …, are independent 
and all follow the same exponential distribution, i.e., for 
all t ≥ 0 and I =1, 2, … we have 

 Pr T T t ei i
t   


1 1   

the average or expected number of arrivals per time unit. 
An alternative way of looking at the arrival process is to 
count arrivals. Let N(t) = the number of arrivals up to time 
t.  For every t, N(t) is a random variable that simply counts 
the number of arrivals. Then the (random!) number of 
arrivals between time s and time t is given by N(t) – N(s). 
Of course, N(t) ≥ N(s) whenever t ≥ s, so that N(t) and 
N(s) are not independent. A typical realization of a 
Poisson process is depicted in figure 3. 
 

 
Fig 4. A realization of a Poisson Process. 

 
The name Poisson Process can be explained with the 
following property: if the arrivals follow a Poisson 
process, then one can show that for every s ≥ t, N(t) – N(s) 
(= the number of arrivals between time s and time t) has a 

–s), i.e., for k = 0, 1, …  
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In addition, the numbers of arrivals in any collection of 
non-overlapping time intervals are independent. 
In this section we will define some frequently used 
parameters and performance measures for queuing 
systems. Throughout, we will make the assumption that 
the system is in “steady state”, i.e., it has operated for a 
long time with the same values for all the parameters. 
Since customers arrive in a random fashion and service 
times are random, a customer’s experience in the system 
(such as the waiting time experienced by the customer) are 
also random. Basically, the steady state assumption makes 
sure that as we take many observations of (say) customer 
waiting time, the frequency distribution converges to a 
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fixed limiting distribution. It is this limiting distribution 
that the queuing models calculate. We can then interpret a 
performance measure in two ways: as an expected value 
for an arbitrarily chosen single customer, or as the average 
of observations made on a large number of customers (say 
all those arriving during a given long time interval). It is 
however wise to realize that each customer will have a 
different experience in the system. 
In the absence of “steady state”, the frequency distribution 
of (say) customer waiting time will not have a fixed limit. 
This means that the expected waiting time of a customer 
arriving at 10am may be quite different from the expected 
waiting time of a customer arriving at 11am. The queuing 
models that deal with this complication are much more 
difficult to analyze and are beyond the scope of this note. 
 

4 Warning  
Time units play a role in measuring many of the 
performance measures and parameters. It is important that 
when you use a queuing model the same time unit is used 
throughout. If you specify an arrival rate in terms of 
customers/hr and the mean service time in minutes you 

will get at best meaningless answers and most likely a lot 
of trouble! 
 

 
Fig 5. A Cost/Capacity Tradeoff Model 

 
4.1 System Parameters 

 
A summary of parameters is given in table 1. 

Parameter Description Models 
Arrival Rate Average number of customers arriving per time unit  All models 

Service Rate Average number of customers that a single server processes per 
time unit if he or she is never idle 

All models 

Number of Servers Number of parallel, identical servers in the system All models 
Number of 
Positions 

Total number of customer positions (waiting plus in service) in 
the system 

M/M/s/N 

(Mean) Patience 
Time 

Average amount of time that a customer is willing to wait before 
service starts 

M/M/s Impatient 

Coefficient of 
Variation of the 

Inter-arrival 
Times 

Measures the variability of the time between consecutive arrivals. 

 cv(A) =  
std.dev. ( )

[ ]

A

E A
 

G/G/s 

Coefficient of 
Variation of the 
Service Times 

Measures the variability of the service time distribution. 

 cv(S) =  
std.dev.( )

[ ]

S

E S
 

G/G/s 

 
4.2 Performance Measures 

4.2.1 Load Factor 
 
The system load factor is a measure of the relative load on 
the system. Formally, it is defined as 
 

Load Factor =  
Amount of work arriving at the system per time unit

Amount of work that can be processed by the system per time unit  
 
4.2.2 Fraction Not Served 
 
In some models, some unlucky arrivals never receive 
service, in the M/M/s/N because of blocking, in the M/M/s 
Impatient model because of balking or reneging. The 
probability of not receiving service gives the probability 
that an arbitrarily chosen arrival will be one of the 
unfortunate ones. Alternatively, it gives the fraction of all 
arrivals that never receive service. 
 

 
4.2.3 Thruput 
 
The thruput is the average number of customers that 
complete service per time unit. This number is always less 
than or equal to the lesser of the average number of 
arrivals per time unit and the total processing capacity of 
the system in a time unit.  
 
4.2.4 Server Utilization 
 
This is the fraction of time that the average server spends 
serving customers. If customers are distributed randomly 
or evenly to the servers, it is also equal to the probability 
that a server is busy at an arbitrary point in time.  
 
4.2.5 Average Number in System 
 
This gives the time average number of customers in the 
system (counting both customers waiting for service and 
customers being served). In the M/M/s/N model, blocked 
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customers are not included in this measure. In the M/M/s 
Impatient model with balking, balking customers are not 
included in this measure. In the M/M/s Impatient model 
with reneging, reneging customers are included. 
 
4.2.6 Average Number in Queue 
 
This gives the average number of customers waiting for 
service (hence customers being served are not included). 
In the M/M/s/N model, blocked customers are not 
included in this measure. In the M/M/s Impatient model 
with balking, balking customers are not included in this 
measure. In the M/M/s Impatient model with reneging, 
reneging customers are included. 
 
4.2.7 Average Time in System 
 
This gives the expected amount of time that an arbitrary 
customer (who ultimately gets served) spends in the 
system. Alternatively, it gives the average amount of time 
that those customers who ultimately get served spend in 
the system (waiting for service and being served). In the 
M/M/s/N model, blocked customers are assumed not to 
spend time in the system. In the M/M/s Impatient model 
with balking, balking customers are assumed not to spend 
any time in the system. In the M/M/s Impatient model with 
reneging, reneging customers are assumed to spend their 
patience time in the queue, and no time in service. 
 
 4.2.8 Average Wait in Queue 
 
This gives the expected amount of time that an arbitrary 
customer spends in the queue before service begins given 
that the customer is ultimately served. Alternatively, it 
gives the average amount of time that customers that are 
ultimately served spend in the queue. In the M/M/s/N 
model, blocked customers are assumed not to spend time 
in the system. In the M/M/s Impatient model with balking, 
balking customers are assumed not to spend any time 
waiting in the queue. In the M/M/s Impatient model with 
reneging, reneging customers are assumed to spend their 
patience time in the queue. 
 
4.2.9 Distribution of the Wait in Queue 
 
The average wait in queue tells only a part of the story. 
Managers of queuing systems often need to worry about 
the extremes. In particular, measures of the form Pr{Wait 
in Queue at t} are of interest. Which value(s) of t are 
considered important depends on the situation, of course? 
For the M/M/s/N model and the M/M/s Impatient model 
with balking, waiting time probabilities are given for 
served customers only. For the M/M/s Impatient model 
with reneging, waiting time probabilities are given for all 
customers. 

5 Mathematical Modelling 

Consider a queuing system that can be modeled by a 
discrete time, two-dimensional Markov process on semi-
infinite or finite lattice strip. The process has a Markovian 

property and the state of system at observation time t can 
be described by two integer random variables I(t) and J(t). 
The former one is bounded and referred to as a phase; the 
latter one may be either unbounded (infinite case) or 
bounded (finite case) and is referred to as a level of the 
system. The Markov process is denoted by Z = {I(t), J(t); t 
≥ 0} and its state space is ([0, 1,2, . . . , N]×[0, 1,2, . . .]) in 
the infinite case and ([0, 1,2, . . . , N]x[0, 1,2, . . . L]) in 
finite case, respectively. If the possible jumps of system’s 
level in transition are only 0, -1 or 1, the corresponding 
process is known as Quasi Birth-Death (QBD) process. 
 Aj − purely lateral transitions −from state (i, j) to state 

(k, j), (0 ≤ i, k ≤N; i ≠ k ; j = 0,1,2,….. ); 
 Bj,s − bounded s-step upward transitions − from state 

(i, j) to state (k, j + s), (0 ≤ i, k ≤ N ; 1 ≤ s ≤ z1; z1 ≥  
1 ; j = 0,1,2,….. ); 

 Cj,s − bounded s-step downward transitions − from 
state (i, j) to state (k, j - s), (0 ≤ i, k ≤ N ; 1 ≤ s ≤ z2; 
z2 ≥  1 ; j = 1,2,….. ); 

 

Fig 6. Multiprocessor System with breakdowns and 

repairs remodeling and rebooting delays 
 
In the homogeneous multiprocessor system with K 
processors, it is assumed that there is a single repair 
facility with repair rate. When a processor fails the fault is 
covered with probability c and is not covered with 
probability. Subsequent to a covered fault, the system 
comes up in a degraded mode after a brief remodeling 
delay, while after an uncovered fault a longer reboot 
action is required to bring the system up at a degraded 
mode. Here, degraded mode indicates a state with one less 
operative processor than the previous state. Remodeling 
and restarting times are exponentially distributed with 
meanrespectively. 
It is convenient to define row vectors of probabilities 
corresponding to state with j jobs in the system: 
 

j 0,j 1,j n,jv =(p , p ,.....,p ) ;   j =0,1,2,...  

 
Then the balance equations for the equilibrium 
probabilities can be written as 

1 2 1 2

, , , ,1 1 1 1
[ ] ; 0,1,2,...., 1

z z z zA B C

j j j s j s j s j s s j j j s j s ss s s s
V D D D V B V A V C j M      

           

When j is greater than the threshold M, those equations 
become     

1 2 1 2

1 1 1 1
[ ] ;

z z z zA B C

j s s j s s j j s ss s s s
V D D D V B V A V C j M    
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Figure 4 shows the relationship between the mean queue 

servers and is observed that performances increase with 
proportion to number of servers. Here c is considered as 
zero. Figure 5 shows the mean queue length as a function 
of c. It is clearly evident that an increase in c results a 
decrease in the mean queue length because remodeling 
delays are shorter than restarting delays. 
Figure 6 shows that number of jobs in the queue decreases 
as number of servers increases with arrival rate 0.66*K 
and queue length increases as remodeling delay increases. 
Here again c=0 is considered. Figure 6 shows mean queue 
length as a function of c, with K = 5. This shows that as c 
increases mean queue length increases along with arrival 
rate increases. Whereas figure 7 shows that, for small 
service values mean queue length decreases as c increases 
and increases as service rate increases.  

 
Fig 7. MQL versus me arrival rate 

 
Fig 8. MQL as a function of c and rebooting service for 

homogeneous multiprocessor systems. 
 

Figure 8 shows mean queue length decreases for constant 
arrival rate of jobs with respect to number of server 
increases. It is observed that as c increases, number of jobs 
in the queue decreases. 
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