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----------------------------------------------------------------------ABSTRACT----------------------------------------------------------- 

Software-defined networking (SDN), which decouples the control plane from data plane and provides 

programmability to design the network, has been considered as a viable paradigm shift to ease the management of 

conventional networks. Studies have identified that the placement of controllers heavily impacts network 

performance in SDN. Many studies proposed methods regarding controller’s placement in the network to improve 

the performance metrics such as propagation latency, distribution of load, failure resilience, and reliability of 

network. However, network operators' main concern is always Quality of Service (QoS) when placing SDN 

controllers. Because SDN controllers are responsible for providing services to the switches, controller response 

time is a critical QoS criterion for network operators. In this study two different approaches of controller 

placement were thoroughly examined and combined to offer a solution that minimizes the propagation delay 

among nodes and maximizes the QoS of the network by maintaining better load balancing. 
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1. INTRODUCTION 

SDN has been considered as a promising new paradigm 

that decouples the control plane from data plane, allowing 
for programmability in network configuration, to make 
traditional network management more flexible. 
Controller(s) in the control plane are responsible for 
making routing decisions, as well as generating rules and 
policies for the routers and switches in the network. The 
data plane is a set of switches that forward data in 
accordance with the control plane's routing decisions. The 
control plane of SDN was originally designed with a 
single controller. Having a single controller within a 
network can be advantageous since it provides a single 
view of the entire network [13]. However, because of the 
massive traffic condensed at the controller, even a 
medium-sized network with just a single controller suffers 
from many efficiency and scalability issues [30], [29]. 
 
     As a solution to these problems, having multiple 
controllers is a feasible alternative. However, the number 
of the controllers and their placement has immense effect 
on the network's efficiency and cost [13], [36]. As a result, 
Controller Placement Problem (CPP) emerges as a hotspot 
in recent SDN research. The CPP focuses on three main 
points: 1) determining minimum number of controllers; 2) 

finding optimum placement of controllers in the network; 
and 3) distributing controllers among switches with the 
aim of reducing latency cost [11], [28], enhancing 
reliability [32], and optimizing energy efficiency [13]. 
 

 
Fig 1: SDN Architecture 
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The main contributions of this work are as follow:  
 Several research papers have been studied for 

analysing the solution to CPP. Some of the 
research papers were selected to study 
intensely and discussed in the following 
sections. 

 Two algorithms that propose solution to CPP 
focusing on two different perspectives were 
selected and implemented. 

 Combining two novel algorithms, a new 
algorithm is proposed and implemented for 
comparative performance analysis. 

 

2. RELATED LITERATURE   
SDN proffers more flexibility to network vendors when 
designing the network by isolating the network's control 
plane and packet forwarding plane. The controllers in the 
SDN control plane are responsible for prescribing network 
behaviors and making routing decisions on how data 
packets should be forwarded by building a routing table 
with network paths. After receiving routing decisions from 
the control plane, the data plane, which is made up of 
switches, transmits packets to the desired destination [1], 
[2]. The centralized control plane performs well in the 
smaller network. One of the first SDN controllers, NOX, 
can only serve 30K flow requests per second with a 
response time of fewer than 10 milliseconds [3]. However, 
the SDN controller confronts a fundamental difficulty in 
terms of scalability and reliability when dealing with 
networks with multiple flows, which we refer to as large-
scale networks [4], [5], [6]. Many researchers believe that 
the solution to this problem is to develop a decentralized 
control plane that can distribute the load among multiple 
controllers where controllers can cooperate each other [4], 
[7], [8], [9]. Conversely, using multiple controllers causes 
the Controller Placement Problem (CPP), which refers to 
where numerous controllers should be placed in an SDN-
enabled network [10].  
 
     The Controller Placement Problem (CPP) has an 
impact on network performance parameters like latency 
(flow setup latency/time and route synchronization 
latency), throughput, network availability, controller load 
balances, and energy consumption. It is suggested that in 
order to address the CPP problem, it is necessary to define 
not only the minimum number of controllers, but also their 
placements [11], [12]. Furthermore, multiple constraints 
must be met, including minimizing packet propagation and 
controller processing latency between switches and 
controllers, intensifying resilience and reliability, and 
reducing the cost of placing controllers, linking controllers 
to switches, and connecting controllers together, resulting 
in an NP-Hard problem [10], [13], [14]. However, in 
recent years, many researchers have proposed several 
solutions addressing the CPP where some of them are 
based on specific constraints like the total delay of the 
network or load balancing or reliability as well as 
scalability [15], [16] and while some other provides 
solutions which addressed multiple constraints [11], [17], 
[18].  

     Yao et al. [19] describe CPP with load constraints and 
propose an efficient scheduling algorithm that reduces the 
number of controllers required to balance loads. Bari et al. 
[20] propose an Integer Linear Programming (ILP) 
heuristic approach to address the dynamic controller 
provisioning problem, which decreases flow setup periods 
and controller workload by dynamically altering the 
amount and position of controllers. Zhao and Wu's [21] 
simulation findings suggest that a heuristic-based 
technique produces superior results than integer linear 
program outcomes. Zhang et al. [22] presented and 
compared a min-cut based controller placement method 
that increases reliability with a greedy based approach. Hu 
et al. [23] try to concentrate on the reliability-aware 
controller placement problem and propose the expected 
percentage of control path loss, where control path loss 
refers to broken control paths caused by network failures. 
Sallahi et al. [13] consider the cost of installing 
controllers, the loads on the controllers, and the path setup 
latency when developing a mathematical model for 
optimal controller location. Hock et al. [27] use the Pareto-
based Optimal Controller-placement (POCO) framework 
to compute resilient placements by considering several 
variables such as network reliability, controller load, and 
propagation latency. According to Lange et al. [24] Some 
parameters, such as controller-switches latency, controller-
controller latency, controller load, and network failures, 
are significant in identifying the number and placement of 
required controllers in a large-scale network. Optimal 
solution can be achieved found from [23], [24] but their 
computational cost is much higher than other proposed 
method.  
 
     In [26] Liao et al. proposed Density-Based Controller 
Placement (DBCP), in which a huge network is reduced to 
a small network and the overall latency is reduced based 
on the nodes' local density. Moreover, it provides better 
result for CPP compared to Lange [24]. Wang et al. [25] 
introduced an improved K-means network partitioning 
algorithm, in which a network is partitioned using the K-
means algorithm and controllers are placed in the 
partitioned networks. Heller et al. [11] was the first to 
bring up the controller placement problem. The aim of this 
research is to reduce the average latency between switches 
and controllers. Since the Figure 2.1: Basic architecture of 
SDN. Page 4 of 20 average and maximum latency cannot 
be optimized simultaneously, a greedy K-median method 
was adopted for the optimal placement that minimizes 
average latency, and a greedy k-center method was used to 
reduce the maximum latency. However, this approach is 
restricted to particular topologies and ignores the 
controller's constraints in capacity, making it unsuitable 
for real-world networks. Singh et al. [35] proposed an 
algorithm based on optimization that minimizes the total 
average latency. This study also concluded that 
optimization-based solution shows better performance 
when compared to solutions based on clustering. When it 
comes to capacitated CPP, the load of controller is taken 
into account. Yao et al. [36] suggest dynamic scheduling 
techniques for managing controllers that seek to balance 
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the loads based on varying flows. [33] also considers the 
load distribution and communication time for the 
controllers when mapping the control plane., To balance 
the load of the controllers, Liao et al. [34] proposed to 
partition the whole SDN into smaller clusters based on the 
density of nodes and with each cluster having one 
controller. 
 
     In [27], failure tolerance is taken into account when 
positioning controllers in the network. This study found 
that while one controller is sufficient in terms of latency, 
further controllers are needed to satisfy reliability 
requirements. In addition, inter-controller latency, 
balancing load of the controllers, and the trade-off 
between failure tolerance and latency were also considered 
in the study. Multiple algorithms for reliability-aware 
controller positioning were proposed by Hu et al. [32]. 
Cheng et al. [31] considered QoS parameters for the 
network when devising solution for CPP. In this study the 
loads of the switches have been an influential parameter in 
computing positions for the controllers in the network. 
Sallahi et al. [13] suggest a mathematical model for 
optimum controller positioning that takes into account 
installation costs, controller loads, and route setup latency. 
 
     From the studies mentioned above, the following 
determinants found for consideration when designing 
solution for CPP.  
• Latency: The amount of time required for packet 
transfer between nodes in the network. This includes 
switch to switch, controller to switch, and controller to 
controller latency. the lion's share of the previous research 
has attempted to solve the CPP issue by minimizing 
switch-to-controller latency while ignoring inter-controller 
latency and network complete latency. However, [29] 
proposed a degree-based clustering method that 
considered the inter-controller latency. 
• Load balance: Switches need to manage a limited 
number of outgoing and incoming requests (receiving 
packets or sending packets). The packets can be dropped if 
the switch is overloaded. As a result, packet loss can 
reduce the SDN performance. 
• Inter-controller communication: If a large number of 
controllers are needed to handle a network, the inter-
controller communication complexity would rise, but the 
network's overall efficiency would improve. 
• Capacity of the controller: Because of scarce resources 
such as memory and cpu, an SDN controller can only 
manage a certain number of switches. 

3.  METHODOLOGY 

Several methods to solve the CPP have been introduced in 
recent years, some of which focus on optimizing a single 
constraint such as latency or efficiency, while others use a 
compound metric to solve two or more constraints. Two 
innovative solutions to CPP have been chosen for analysis 
and implementation. Then a novel algorithm is proposed 
based on these two-reference algorithms, combining some 
of its methods to maximize the performance metrics. 
 

3.1 Degree-based Balanced Clustering (DBC) 

[29] proposed this algorithm that minimizes the flow-setup 
latency, route synchronization latency and also optimize 
the loads of the controllers. Here flow setup latency is the 
new path setup delay that occurred when a packet is 
received by a switch for which no corresponding path 
exists. Route synchronization involves delay in updating 
the routes in network. This algorithm divides the whole 
SDN into several smaller clusters and selects one 
controller for each cluster. Switches in a cluster are 
selected based on their connection configurations. Mostly 
connected and nearer (minimum intra-cluster distance) 
switches remain in the same cluster. However, for the load 
balance, this algorithm tends to assign equal number of 
switches in each cluster. Then a controller is selected in 
the cluster based on inter-controller and intra-cluster 
connection and the distances of these connections. As one 
goal of this algorithm is to minimize the intra-cluster 
distances in clusters, it would select controllers with 
higher degrees of connections. However, in practical, 
nodes with higher degrees of connections incline to remain 
in the same locality of the network. As a result, most 
controllers may remain in the dense part of the network. It 
can result in misdistribution of the clusters. To solve this 
problem, it uses a threshold value Td, which maintains an 
optimum distance from each cluster heads. This algorithm 
firstly selects K number of cluster heads with higher 
degree and maintaining the threshold distance. Then to 
form cluster, each cluster head expands its boundary, 
initially from one hop count then increasing the number of 
hope count until the total nodes in a cluster exceeds the 
number |S|/K. Then in each cluster, it selects a controller 
from all nodes in that cluster such that it minimizes the 
intra-cluster and inter-controller latency. This algorithm 
returns k number of clusters and controllers from a given 
network (switches and connections). First it selects k 
number of cluster heads based on the degree and edge 
distances. If it cannot select k cluster heads in this way, the 
remaining cluster heads are filled by the nodes with higher 
degrees. As there are k number of cluster heads, all the 
switches are assigned to one of these clusters. Then it 
selects one controller based on the edge distances. 
Therefore, this algorithm correctly gives output of k 
number of clusters.  Here all the for loops iterate through 
each switch. The only while loop has a condition “limit < 
(|S|=k)”. The value of limit is guaranteed to be increased. 
Therefore, this algorithm has nothing to be stuck into, this 
has to terminate. This algorithm has a for loop with 
another nested for loop. All the loop statement in this 
algorithm can iterate maximum N times (number of 
nodes). Therefore, a for loop with another nested for loop 
will iterate at most NxN number of times. Therefore, the 
time complexity is: O(N2). The maximum length of any 
data structure used here is to store the corresponding value 
for all the switches. As there are N number of switches, 
the space complexity is: O(N2). 
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3.2 QoS-Guaranteed Incremental Greedy Algorithm 

(QGIG) 

[31] Proposed this algorithm that takes into account the 
QoS and optimize the loads of the controllers. Here the 
algorithm finds the required minimum number of 
controllers and their placement based on the response time 
of the controllers so that the SDN is optimized for the 
QoS. The algorithm uses a heuristic algorithm named as 
incremental greedy algorithm that iteratively select 
controller candidates that can serve maximum number of 
switches until all switches are assigned to a controller. 
One unique idea made this solution novel that, this 
algorithm considers the requests and loads from the 
switches to determine the clusters. For every node in the 
network, this algorithm computes the clusters considering 
the node as a controller. It keeps adding the closest nodes 
in the cluster until it reaches the maximum load. In every 
iteration, the cluster with maximum number of switches is 
selected. Then it does the same in the further iterations 
until every node is assigned to a controller. Here, S 
denotes number of switches, L denotes the links, δ denotes 
response time bound, Xi,j denotes ith switch that is served 
by the jth controller, R represents the remaining switches, 
C represents set of controller candidate sites and Sj 
represents the set of switch that are served by jth controller. 
This algorithm returns optimum number of clusters and 
controllers from a given network (switches and 
connections). First it finds closest set of switches within 
maximum load limit for every node. Then it keeps only 
one cluster with maximum nodes. It continues until all the 
nodes are assign to a cluster. It will terminate when there 
is no switch that is not assigned to any of the clusters. If 
there are N numbers of switches, there are three nested 
loops, and each have potential to iterate N times. 
Therefore, the time complexity is O(N3). The maximum 
length of any data structure used here is to store the 
corresponding value for all the switches. As there are N 
number of switches, the space complexity is: O(N). 
 
3.3 Proposed QoS-Guaranteed Degree-based Balanced 

Clustering 

Degree based Balanced Clustering is a novel solution that 
focus on reducing the intra-cluster and inter-cluster 
latency. The controllers are selected based on the degree 
of connections. Switches with higher degree have more 
potential to be selected as controller. However, this 
algorithm allows more switches in the cluster in the dense 
area. As a result, controllers in the dense area may 
encounter more loads than capacity and controllers in 
sparse area may encounter less loads than usual. On the 
other hand, Incremental Greedy Algorithm focuses on the 
load distribution of the controllers. This algorithm 
computes cluster combination for every unserved switch in 
every iteration. This raises the complexity for the 
algorithm to install and maintain large scale SDN. Also, 
for selecting controllers, this algorithm considers the 
maximum number of switches that can be served by any 
controller with cumulative load remain in the limit of 
maximum load. Therefore, intra-cluster and inter-cluster 
latencies for the controllers are not taken into account. 

Addressing the gap between two novel algorithms, a new 
algorithm is proposed that ensures the QoS of the SDN by 
maintaining load balance among controllers and at the 
same time the algorithm considers clusters and controllers 
that minimize the intra-cluster and inter-cluster latencies. 
We assume the network to be a bi-directional graph G = 
(S, L), with the nodes S representing the switches and the 
edges L representing the connections between them. 
According to the demands, the edges might be weighted or 
unweighted. We divide the graph G into sub-networks, 
each of which has a disjoint collection of switches. There 
can't be a common switch between two sub-networks, thus 
all of the network's switches must be divided into sub-
networks, each with its own controller. Our proposed 
algorithm splits the network into n-clusters and allocates a 
switch to each cluster as a controller. The clustering 
method aims for equal load on controllers and the shortest 
possible intra-cluster distances between nodes. This 
technique uses more clusters in the denser portion to 
distribute loads evenly across the controllers. To reduce 
the latency in a cluster, the node with the highest 
connectivity to the other switches in the cluster is chosen 
as the controller. This method initially chooses n-nodes as 
cluster heads. Cluster heads are chosen from nodes with a 
greater degree of connection. However, in a real-world 
scenario, nodes with greater degrees are discovered in the 
same network location. Therefore, a certain spacing 
between the cluster heads is required, we defined as 
ThrDis. The average degree AvgDegree can be calculated 
as (2x Links)/ Switches as each link increases the degree 
of two switches by one. Limit holds the maximum allowed 
number of switches in clusters. initially it is made up of 
the cluster head and its immediate neighbours which is 1 + 
AvgDegree. We termed the switches on the cluster's 
outskirts as Boundary. Limit is increased by Boundary for 
each ThrDis increment. The limit is raised until the 
number of switches per cluster is fewer than the average. 
The switches are ordered by degree from greatest to 
smallest so that the cluster head may be chosen from the 
nodes with the highest degree. Following the selection of 
the initial cluster head with the highest degree, further 
cluster heads with higher degrees and a distance of at least 
ThrDis from the other cluster heads are chosen. However, 
higher-degree nodes prefer to stay in the same or close 
vicinity of the network. As a result, ThrDis should be 
modified for the network's dense and sparse parts. We 
used ThrDis to multiply the ratio of the maximum degree 
to the degree of current switch, such that ThrDis is lower 
in dense areas and higher in sparse areas. If n clusters 
cannot be chosen in this fashion, this approach simply 
adds the nodes with higher degrees while ignoring ThrDis 
to fill the n-clusters. 
 

Algorithm 1: QoS Guaranteed Degree-based 

Balanced Clustering 

1: procedure QGBC 
2: input: n, Switches, Links 

3: Initialize AvgDegree ← (2x Links) / Switches 

4: Initialize Boundary ← AvgDegree 

5: Initialize Limit ← 1 + AvgDegree 
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6: Initialize ThrDis ← 0 

7: Initialize SortedSwitches ← Switches sorted by 
degree (largest to smallest) 

8: Initialize ClstrHeads ← Ø 

9: Initialize MaxLoad ← Σ Loadi / Switches 

10:  while Limit < (Switches / n) do 

11:   Boundary ← Boundary x (AvgDegree-1) 

12:   Limit ← Limit + Boundary 

13:   ThrDis ← ThrDis + 1 
14:  for each switch s in Switches do 

15:   AdjustedThrDis ← ThrDis x (maximum 
degree / degree of s) 

16:   if ClstrHeads = Ø then 
17:    ClstrHeads.add(s) 
18:   else if ClstrHeads.size = n then break 
19:   else if MinDistance(s, ClstrHeads) < 

AdjustedThrDis then continue 
20:   else ClstrHeads.add(s) 
21:  if ClstrHeads.size < n then 
22:   while ClstrHeads.size < n do 
23:    for each switch Si in SortedSwitches do 
24:     if Si not in ClstrHeads then 
25:      ClstrHeads.add(Si) 
26:      break 
27:  Initialize Clusters C1, C2, …, Cn as Ø 
28:  Initialize Cluster Loads L1, L2, …, Ln as 0 
29:  for each i in (1 to n) do 
30:   Ci.add(ClstrHeadsi) 

31:   Li ← Li + LoadOf(ClstrHeadsi) 

32:  Initialize Controllers ← Ø 
33:  for each s in Switches do 

34:   SortedClusters ← ClstrHeads sorted by 
distance from s (smallest to largest) 

35:   for each ClstrHead in SortedClusters do 

36:    C ← corresponding Cluster for ClstrHead 
37:    if (LC + Load of s) < MaxLoad then 
38:     C.add(s) 
39:     LC = LC + LS 
40:     break 
41:  for each clusters Ci do 
42:   for each s in Ci do 
43:    Compute Ds = Σ Distances from nodes in Ci 
44:   Controllers.add(switch with min(Ds)) 

    45: Output: Controllers 

 
Initially cluster heads are the first element in every cluster. 
To populate these clusters, this method starts with each 
switch and sort the cluster heads by the distance in 
ascending order. Each switch is added to the cluster with 
minimum distance and the clusters’ load is increased by 
the switch load. If the cluster is full, or if adding the load 
of the current switch to the load of the cluster exceeds the 
maximum permitted load, the switch moves to the next 
clusters in the sorted list and initiate likewise procedure 
until it is added to any cluster. After finishing populating 
these clusters, in each cluster for each switch the total 
distance from all the other nodes in the same cluster is 
computed and switch with the minimum distance is 
selected as the controller in a cluster. 

4. RESULT AND DISCUSSION 

The proposed algorithm is implemented along with the 
other two reference algorithm: DBC in [29] and QGIG in 
[31]. All these three algorithms were provided with 200 
switches with exact same connections and the distances of 
these connections were identical. For simulation, each of 
the 200 switches were associated with random loads. In 
order to compare these algorithms in terms of inter-
controller distance, intra-cluster distance, node distribution 
among clusters and comparative load distribution, we 
specified 8 clusters for 200 switches. 

     The proposed algorithm, DBC and QGIG were very 
similar in the range of numbers of switches for individual 
clusters. 30 was the highest number of switches in any 
cluster for QGIG. For DBC and the proposed algorithm, 
the highest number of switches in any cluster is 25. QGIG 
also has the lowest number of switches in any cluster, 
which is 16. The lowest number of switches in any cluster 
for DBC and proposed algorithm are 19 and 22 
respectively. The range of numbers of switches for 
individual clusters is minimum for the proposed algorithm. 
Therefore, the proposed algorithm provides slightly 
uniform distribution of switches among clusters. Fig 2 
shows the detail distribution of switches among clusters. 
   
     Intra-cluster distance is the sum of distances from each 
switch to every other switch in a cluster. If the intra-cluster 
distance is less, then switches can communicate among 
themselves with minimum time and cluster become cost-
efficient. Among all these three algorithms, though 
proposed algorithm shows the lowest 36.25 total intra-
cluster distance, this is very similar to the DBC algorithm 
which shows 36.5 total intra-cluster distance. However, 
QGIG shows highest 41 total intra-cluster distance. 
Therefore, the proposed algorithm and DBC exhibit better 
results in terms of intra-cluster distance. Fig 3 shows the 
distribution of intra-cluster distance for the proposed 
algorithm as well as other two reference algorithm. 

Fig 2: Distribution of nodes among clusters 
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Fig 3: Distribution of intra-cluster distance 
 

Inter-controller distance is the sum of distances from each 
controller to every other controller. The lesser the value 
for inter-controller distance the easier for the clusters to 
communicate. Thus, lesser value for inter-controller 
distance is appreciated. The proposed algorithm and DBC 
show similar inter-controller distances. However, QGIG 
algorithm shows bigger values for inter-cluster distance. 
Fig 4 shows the cluster-wise inter-controller distances for 
all the three algorithms. 
 

     For QoS of the SDN, load balance is one of the crucial 
performance metrics. Uniform distribution of loads among 
clusters makes the SDN more balanced and QoS efficient. 
In this simulation every switch was associated with a load. 
For comparison, we calculate the sum of loads in every 
cluster. Then we calculate the average load for the clusters 
in each of the three algorithms. Lasty, we calculate the 
difference between average load and cluster’s total load. 
Fig 5 shows the difference between average loads and total 
load for every cluster in each algorithm. The results 
indicate impressive performance from the proposed 
algorithm, having most uniform hence most balanced 
distribution of loads among clusters. For the difference 
between average load and cluster’s total load, the proposed 
algorithm has range of values from 1.375 to 24.375. In this 
case the range for DBC is from 40.25 to 147.75 and for 
QGIG is from 28.125 to 340.875. It is evident that the 
proposed algorithm outperformed other two reference 
algorithms in terms of load balancing. 

Fig 4: Cluster-wise inter-controller distances. 

 
 

Fig 5: Differences between average load and 

cluster’s total load. 
 

     The proposed algorithm returns k number of clusters 
and controllers from a given network (switches and 
connections). First it selects k number of cluster heads 
based on the degree and edge distances. If it cannot select 
k cluster heads in this way, the remaining cluster heads are 
filled by the nodes with higher degrees. As there are k 
number of cluster heads, all the switches are assigned to 
one of these clusters based on edge distances and cluster 
loads. Then the controller is selected from each cluster 
based on intra-cluster and interclassed distances. 
Therefore, this algorithm correctly gives output of k 
number of clusters. Here all the for loops iterate through 
each switch. The only while loop has a condition “limit < 
(|S|=k)”. The value of limit is guaranteed to be increased. 
Therefore, this algorithm has nothing to be stuck into, this 
has to terminate. This algorithm has two for loops with 
another nested for loop inside. All the loop statement in 
this algorithm can iterate maximum N times (number of 
nodes). A for loop with another nested for loop will iterate 
at most NxN number of times. Therefore, the time 
complexity is O(N2). The maximum length of any data 
structure used here is tos store the corresponding value for 
all the switches. As there are N number of switches, the 
space complexity is O(N2). DBC has similar time and 
space complexity. However, QGIG exhibits O(N3) time 
complexity. So, in terms of complexity analysis the 
proposed algorithm and DBC show better results than 
QGIG.    
 

5. CONCLUSION 
Decision makers face various obstacles while designing 
the control plane of an SDN-based network. Even though 
the needed number of components in the abstracted 
control plane is determined, the positions of those 
components have a significant impact on the system's 
performance. This paper looks at the controller placement 
problem in terms of a variety of significant metrics, 
including intra-cluster and inter-cluster latencies, load 
distribution, and quality of service (QoS). Previously the 
methods that addressed controller placement problem, 
either focused on latencies and load distribution, or quality 
of service (QoS). Our proposed algorithm: QoS 
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Guaranteed Balanced Clustering focuses on all the 
metrics, and the proposed approach outperforms the other 
two reference algorithm discussed in this study, by a little 
margin, according to simulation results. 
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