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Abstract: The increasing ownership of four-wheeled vehicles creates a new problem: difficulty finding available 

parking spaces in significant places. Issues citizens often experience these in the city centre who use their cars for 

transportation. This causes the detection of parking lots to attract the attention of researchers. Unfortunately, this 

system fails when the vehicle occupies more than one place or when the parking lot has a different parking space. In 

this study, an automation method is proposed that utilises a combination of gray level co-occurrence matrix (GLCM) 

and support vector machine (SVM) methods with genetic algorithm (GA) optimisation techniques or called SVMGA. 

The results showed that the SVMGA could provide an accuracy performance of 96.99% for training data and 94.36% 

for test data. The results of this study are expected to help the queue of people to find a parking space and reduce the 

density of lines in the parking lot. 

Keywords: Parking detection, Gray level co-occurrence matrix, Support vector machine, Genetic algorithm.  

 

 

1. Introduction 

With the increasing number of cars or, more 

precisely, drivers looking for parking spaces in 

shopping centre parking areas, fast and accurate 

information regarding empty parking spaces are 

increasingly needed. Competition between drivers in 

finding a parking space is inevitable. The time wasted 

looking for an open parking space in the parking area 

can trigger the driver’s stress level to increase and 

increase the workload experienced by the driver. 

Drivers need fast and accurate information in finding 

an empty parking space in the parking area,  so it does 

not waste driver's time and maintaining the level of 

competition between drivers in finding a parking 

space. Therefore the driver's stress level is not 

increased. 

Current technological developments can provide 

solutions to these problems. One of them is digital 

image processing, known as image processing. 

Digital imaging techniques can give the driver the 

information needed to find an empty parking space in 

the parking area quickly and accurately without being 

constrained by conditions (dark) or weather (rain). 

In previous studies [1–10], some research about 

parking lot detection, there was no mention of the 

influence of weather or conditions when taking 

digital images in such conditions as night or rain. In 

a way, this certainly affects digital images captured 

as data. In addition, the results of previous studies 

showed that the accuracy value was not optimal and 

can still be increased by observing the influence of 

the surrounding conditions or the weather.  

Some researchers using support vector machines 

(SVM) to classify and detect empty parking lots [2, 5, 

7, 8, 10]. From the observations that have been made, 

it is known that many parameters determine the SVM 

method to get the best accuracy performance. 

Therefore, the best parameter value search method is 

proposed to get the best accuracy performance. The 

best parameter values can achieve using a genetic 

algorithm (GA). GA is suitable for solving complex 
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problems using several genetic operations such as 

operator crossover and operator mutation. GA can 

help SVM get better parameter values, including 

penalty factors, kernel base radial function 

optimisation, and other parameters [11]. However, to 

obtain the characteristics of each land before SVM-

based classification, generally, these methods utilise 

features based on colour histograms [8], areas and 

edges [10]. Because these features have weaknesses, 

especially when the land position undergoes 

translation or rotation, this study proposes an SVM 

classification method using GA based on gray level 

co-occurrence matrix (GLCM) features. 

The contribution of this study was validated by 

comparing the generated model of empty parking lot 

detection using computer vision on public datasets 

such as the CNR parking dataset to (1) show the 

effect of different weather on detection performance, 

(2) analyse the performance of detection using a 

proposed GA to choose the parameter on SVM 

method, and (3) determine the model with the best 

performance result. The content is organised as 

follows. In section 2, related research on this research 

is highlighted. section 3 presents the proposed 

method, and section 4 discusses the result obtained 

from this research and explains the evaluation 

conducted on the model. Finally, the conclusion is 

presented in Section 5. 

2. Related research 

Researchers have conducted many studies on 

empty parking lot detection to estimate whether four-

wheeled vehicles or cars can occupy the parking 

space. Various methods are proposed in various 

research, from existing methods to those that offer 

new methods [1–10]. Dong [1] proposed a ranking 

algorithm to find parking efficiently. The algorithm 

is based on comprehensive public information from 

location prices, total space, and others. Nakazato and 

Namerikawa [9] proposed an intelligent system 

optimally allocating parking spaces using a matching 

base. Chen [3] proposed using the Dijkstra method to 

optimise the Floyd and ant colony algorithms. 

However, this study [3] did not show the results of 

the proposed method.  

True [8] proposes a support vector machine 

(SVM) method based on the radial basis function 

(RBF) kernel to detect empty parking, and the results 

show an accuracy performance of 91 % with data that 

is influenced by morning and night. Wu [5] proposed 

the SVM based RBF and the Markov random field 

(MRF) methods to detect vacant parking lots. The 

results of the accuracy performance of the proposal 

show an accuracy of 93.52 %. Liu [7] proposed SVM  

 
Figure. 1 Proposed method 

 

and MRF methods similar to Wu [5]. Kabak and 

Turgut [10] proposed the SVM method with a linear 

kernel to detect empty parking from satellite images. 

The training results show that the performance is 

94.29 %, and the testing results are 93.18 %. De 

Almeida [2] proposed an SVM classification method 

with texture-based feature extraction methods, and 

the training results reach a 99 % accuracy rate, and 

testing results reach an 89 % accuracy level. These 

results are obtained when applied to a data set with 

an illumination variance related to sunny, cloudy, and 

rainy days.  

From these several studies, not many use datasets 

affected by sunny, cloudy, and rainy days. Only De 

Almeida [2] proposed using data affected by these 

environmental conditions. While the suggestions 

they gave still provide shortcomings in terms of 

parameter determination as in the SVM method, so 

the approach we chose was to offer the proper 

parameter determination by utilising GA.  

3. Proposed method 

This section shows the steps that the researcher 

took in this research. In the research method proposed 

by the researcher, the first step is to collect data. Then 

from the data, the conversion of RGB image data is 

converted into a grayscale image. Feature extraction 
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using gray level co-occurrence matrix (GLCM) is 

performed to obtain features in the form of the 

angular second moment (ASM), contrast, different 

inverse moment (IDM), entropy, and correlation [12]. 

GLCM feature is classified using the support vector 

machine (SVM) method. The Genetic Algorithm 

(GA) technique is used to find the best performance 

from the accuracy generated by the classification 

method. The best classification results produce a 

model, which is called SVMGA modelling. After the 

SVMGA modelling is obtained, the SVMGA model 

is tested, and the classification results are validated. 

3.1 Data collection 

The data used in this study is a public dataset 

obtained from Almeida [2]. The main problem 

involving the classification of parking spaces is the 

lack of consistent and reliable datasets. In the latest 

version of this dataset, images of parking spaces are 

taken from different parking lots with varying 

weather conditions, namely sunny, cloudy and rainy 

conditions. One of the advantages of using that 

dataset is that each parking space image of the 

parking area has been manually checked and 

segmented based on the situation (empty or occupied) 

and the weather conditions observed during image 

acquisition (sunny, cloudy, or rainy). An example of 

an image in the dataset is shown in Fig. 2. 

The data provides in the form of images of 

parking lots in open spaces. About 10 % of the 

original data set will be used in this study, around 326 

images consisting of 3 (three) available parking lots 

with sunny, cloudy, and rainy weather conditions 

with jpg extension. Each open parking lot image is 

segmented into as many as 224 parking space 

segments. Then it will convert the segmented image 

from RGB to a grayscale image. Total 326 images 

were divided into three weather conditions, with 101 

images of sunny conditions, 110 cloudy conditions, 

and 115 rain conditions (Table 1). Then, it was 

separated into 2 with a ratio of 70 % for training data 

and 30 % for testing data randomly. In advance, the 

 

 
Figure. 2 Image before segmentation 

 

Table 1. Dataset description 

No Specification Description 

1. Image Extension .jpg 

2. Amount 326 parking space images 

3. Condition sunny, cloudy, and raining 

4. Time 06.00 – 18.30 local time 

 

 
Figure. 2 Parking area raw image 

 

 
Figure. 3 Segmented empty and filled parking space 

 

 
Figure. 4 Grayscale image for filled parking space 

 

 
Figure. 5 Grayscale image for empty parking space 

 

data should be pre-processed using segmentation and 

feature extraction techniques.  

3.2 Segmentation  

An XML file is included in the downloaded 

dataset for the segmentation process in the 

application to be run. This research is doing the 

 

 

 

 

 

 

          

Gambar Error! No text of specified style in document.-1 Hasil 

Segmentasi Tempat Parkir Kosong (cerah) 
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segmentation process using the XM file that has been 

provided from the website. An example of 

segmentation using the attached XML file for a filled 

and empty parking lot is shown in Fig. 3 and Fig. 4. 

3.3 Gray level co-occurrence matrix feature  

Feature extraction uses grayscale images from 

RGB images, as shown in Fig. 5 and Fig. 6. The 

grayscale image is extracted using gray level co-

occurrence matrix (GLCM) to obtain features such as 

the value of energy (ene), entropy (ent), contrast 

(con), homogeneity (hom), and correlation (cor). 

Each GLCM feature will be calculated based on 

angles of 00, 450, 900, and 1350 with a distance pixel 

of 1. The angle is used to get the GLCM value, and 

feature calculations on each segmented parking lot 

are carried out. To extract the GLCM features in the 

filled parking slots according to Eq. (1) based on the 

GLCM formula. 

 
𝐺𝐿𝐶𝑀𝑟(𝑖, 𝑗) = (𝑥1, 𝑦1), (𝑥2, 𝑦2) ∈

(𝑁𝑥 , 𝑁𝑦) × (𝑁𝑥 , 𝑁𝑦) 
 

𝑓(𝑥1, 𝑦1) = 𝑗𝑟 = (𝑥2 − 𝑥1, 𝑦2 − 𝑦1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗           (1) 

 
Table 2. Matrix of GLCM element 

Value Index (i, j) Amount 
Total 

Element 

1 
(41,49),(43,59),(44,43),......

,(255,247) 
980 980 

2 
(58,63),(66,58),(67,70),......

,(255,254) 
111 222 

3 
(166,166),(207,214),(210,2

11),.....,(255,251) 
34 102 

4 
(207,207),(210,212),(211,2

11),.....,(252,253) 
15 60 

5 
(211,210),(211,212),(215,2

14),.....,(252,252) 
7 35 

6 
(212,213),(214,213),(214,2

15),.....,(255,253) 
6 36 

7 (219,218) 1 7 

8 
(212,212),(213,214),(217,2

17),.....,(254,255) 
5 40 

9 (218,217),(253,253) 2 18 

10 (210,210),(254,254) 2 20 

11 (213,213) 1 11 

13 (219,219) 1 13 

14 (217,218) 1 14 

15 (218,219) 1 15 

17 (255,255) 1 17 

Total Element 1590 

 

The first calculation determines the 𝑥  and 𝑦 

values, where 𝑥 is for width and 𝑦 is for height. The 

sample image size that will be calculated has a width 

of 32 and a height of 55. The image matrix shows that 

the highest value of the matrix elements is 255, so the 

GLCM matrix to be formed is 255 × 255, and the 

GLCM matrix is calculated based on Eq. (2) until Eq. 

(6) [12], respectively. The total element of matrix 

GLCM can be seen in Table 2. After getting the 

feature value, normalisation is doing by looking at the 

value of the GLCM features. The distribution of 

distance or weight between the five features is very 

far—normalisation changes the GLCM feature 

values to a value between 0 and 1.  

 

𝑒𝑛𝑒 =  ∑ ∑ {𝑃(𝑘, 𝑙)}2𝐿−1
𝑙=0

𝐿−1
𝑘=0                                 (2) 

 

𝑒𝑛𝑡 =  − ∑ ∑ 𝑃(𝑘, 𝑙) × 𝐿𝑜𝑔(𝑃(𝑘, 𝑙))𝐺−1
𝑙=0

𝐺−1
𝑘=0        (3) 

 

𝑐𝑜𝑛 = ∑ 𝑛2{∑ ∑ 𝑃(𝑘, 𝑙)𝐺
𝑙=0

𝐺
𝑘=0 }{𝑛 = |𝑘 − 𝑙|𝐺−1

𝑛=0   (4) 

 

ℎ𝑜𝑚 = ∑ ∑
1

1+(𝑘−𝑙)2
𝐺−1
𝑙=0

𝐺−1
𝑘=0 𝑃(𝑘, 𝑙)                       (5) 

 

𝑐𝑜𝑟 =  
∑ ∑ (𝑘,𝑙)(𝑃(𝑘,𝑙)−µ𝑘′µ𝑙

′′𝐺−1
𝑙=0

𝐺−1
𝑘=0

𝜎𝑘′𝜎𝑙′
                           (6) 

 

The correlation is obtained using Eq. (7). 

 

𝑃𝑥(𝑘) =  ∑ 𝑃(𝑘, 𝑙)𝐺−1
𝑙=0   

𝑃𝑦(𝑙) =  ∑ 𝑃(𝑘, 𝑙)𝐺−1
𝑘=0   

𝜇𝑘
′ =  ∑ ∑ 𝑘 × 𝑃(𝑘, 𝑙)𝐺−1

𝑙=0
𝐺−1
𝑘=0          (7) 

𝜇𝑙
′ =  ∑ ∑ 𝑙 × 𝑃(𝑘, 𝑙)𝐺−1

𝑙=0
𝐺−1
𝑘=0   

𝜎𝑘
′ =  ∑ ∑ 𝑃(𝑘, 𝑙)(𝑘 − 𝜇𝑙

′)2𝐺−1
𝑙=0

𝐺−1
𝑘=0   

𝜎𝑙
′ =  ∑ ∑ 𝑃(𝑘, 𝑙)(𝑙 − 𝜇𝑙

′)2𝐺−1
𝑙=0

𝐺−1
𝑘=0   

3.4 Support vector machine  

Support vector machine (SVM) is a learning 

system that uses a hypothetical rating in linear 

functions in a high-dimensional feature space trained 

with a learning algorithm based on optimisation 

theory by implementing a learning bias derived from 

statistical theory [13]. SVM classification attempts to 

find the best hyperplane that functions as a separator 

of two data classes in the input space. It can find the 

best hyperplane between the two classes by 

measuring the hyperplane margin and finding the 

maximum point. Margin is the distance between the 

hyperplane and the closest data from each category, 

while the data were closest to the hyperplane or 

support vector. 

Non-linear SVM maps the training sample from 

the input space to the higher-dimensional feature 

space via the mapping function 0 in the kernel 
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function [14]. SVM finds the optimal separating 

hyperplane with a maximum margin by solving the 

optimisation problem, which is done by finding the 

saddle point of the Lagrange function. To find the 

optimal hyperplane, a dual Lagrangian 𝐿𝐷(𝛼) must 

be maximised against non-negative (𝛼) . The 

equation of dual Lagrangian can be seen in Eq. (8). 

The inner product can be replaced with the kernel 

function in Eq. (9). Non-linear SVM dual Lagrangian 

in Eq. (8) is similar to linear generalised. 

 

(Φ(xi) ∙ Φ(xi)) ≔ 𝑘(𝑥𝑖, 𝑥𝑗)                    (8) 

 

𝐿𝐷(𝛼) = ∑ 𝛼𝑖
𝑚
𝑖=1 −

1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(𝑥𝑖 ∙ 𝑥𝑗)𝑚

𝑖,𝑗=1      (9) 

 

Where 𝛼𝑖 ≥ 0  and 𝑖 = 1, 2, … … . , 𝑚 , also the 

∑ 𝛼𝑖𝑦𝑖
𝑚
𝑖=1 = 0. 

The optimisation model is solved using the 

optimisation method inseparable cases. The 

hyperplane has the form Eq. (9) and depends on the 

kernel, and the b bias can be implicitly part of the 

kernel function. The bias is accommodated in the 

kernel function. The non-linear support vector 

classifier can be shown as Eq. (10). 

 

𝑓(𝑥, 𝑎′, 𝑏′) = ∑ 𝑦𝑖
𝑚
𝑖=1 𝛼𝑖

′(𝛷(𝑥𝑖) ∙ 𝛷(𝑥𝑖)) + 𝑏′  

become                                                            (10) 

𝑓(𝑥, 𝑎′, 𝑏′) =  ∑ 𝑦𝑖
𝑚
𝑖=1 𝛼𝑖

′𝑘(𝑥𝑖, 𝑥) + 𝑏′  

 

𝑓(𝑥, 𝑎′, 𝑏′) = ∑ 𝑦𝑖
𝑚
𝑖∈𝑠𝑣 𝛼𝑖

′(𝛷(𝑥𝑖) ∙ 𝛷(𝑥𝑖))  

become                                                            (11) 

𝑓(𝑥, 𝑎′, 𝑏′) = ∑ 𝑦𝑖
𝑚
𝑖∈𝑠𝑣 𝛼𝑖

′𝑘(𝑥𝑖, 𝑥)  

 

Kernel functions can be used as polynomial based 

on Eq. (12), radial basis function (RBF) based on Eq. 

(13), and sigmoid kernel based on Eq. (14). Kernel 

parameters in the kernel functions should be set 

appropriately in order to improve classification 

accuracy. 

 

𝑘(𝑥𝑖 , 𝑥𝑗) = (1 + 𝑥𝑖 ∙ 𝑥𝑗)
𝑑

              (12) 

 

𝑘(𝑥𝑖 , 𝑥𝑗) = exp (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2

)              (13) 

 

𝑘(𝑥𝑖 , 𝑥𝑗) = tanh(𝑘𝑥𝑖 ∙ 𝑥𝑗 − 𝛿)              (14) 

3.5 Optimization using genetic algorithm 

A genetic algorithm (GA) is an adaptive 

optimisation search method based on genetics in 

biological systems. GA works with a set of candidate 

solutions called a population. GA obtains the optimal 

solution after a series of iterative calculations. GA  

 
Figure. 6 Architecture for SVMGA 

 

generates successive populations of solutions 

represented by chromosomes. Search characteristics 

in exploitation and exploration can efficiently handle 

search space and provide less opportunity to find 

local optimal solutions [15]. 

The fitness function evaluates the quality of the 

solution in the iteration [16]. Crossover and mutation 

functions randomly affect the fitness value. 

Chromosomes are selected for reproduction by 

evaluating their fitness values. The best 

chromosomes will likely be selected using the 

roulette wheel or selection method. In this study, GA 

was used to obtain the best accuracy results from the 

SVM classification method, with the details shown in 

Fig. 7. 

3.6 Performance evaluation 

Evaluation of the performance of this study was 

carried out by calculating the value of accuracy. This 

value is the result of the correct classification of all 

data obtained. Values are obtained using Eq. (15), 

with t as the correct sample data and n as the total 

sample data. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡

𝑛
× 100                     (15) 

4. Research design 

This research was conducted using datasets [2], 

and applied approach using texture-based feature 

extraction also SVM classification method based [5], 

[8]. The experiments were conducted to get the best 

accuracy in detecting empty parking. A comparison 

is made with previous studies to observe the best 
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accuracy. The methods are compared by comparing 

proposals [5], [8] compared to this approach. 

The parameters used are based on SVM 

parameters such as C and γ parameters on RBF. The 

SVM grid search method is used to find the optimal 

parameter. In this method, the value range limitation 

for C values ranges from 2-5 to 210, and γ ranges from 

2-9 to 215. The range limitation is carried out due to 

the consideration of program execution time. The 

value of the range parameter C is divided into two 

scales, and the value γ is divided into four scales. C 

and γ parameters in SVM are performed on to the data 

based on weather conditions, like sunny, cloudy, and 

rainy.  

This research using a genetic algorithm (GA) to 

optimise the optimal value for the hyperplane on the 

SVM parameter. The chromosome values GA using 

the lower and upper limits from the optimal 

parameter value range for the SVM parameter. The 

fitness value is an objective function of the genetic 

algorithm that determine by accuracy. The GA step, 

such as initialisation, selection, crossover, mutation, 

and elitism, are used in the experiment. The 

parameter GA used crossover probability as 0.4 and 

mutation probability as 0.1. All experiment in this 

study is done using MATLAB. 

5. Result and discussion 

5.1 Classification using SVM 

Using 10-fold cross-validation, the accuracy 

results of these experiments based on the weather are 

shown in Table 3. The figure shows that C optimal 

average accuracy lies in the range 25 - 210 and for γ is 

in the value range 2-3 - 23. The average accuracy 

obtained using parameter C in the value range of 25 - 

210 and parameter γ in the value range of 2-3 - 23 is 

92.04 % for sunny weather, 96.83 % for cloudy 

weather, and rainy weather conditions. 95.31 %. 

Sunny weather conditions are the minimum 

parameter that needs to improve the accuracy. The  

 
Table 3. Classification result using grid search 

Parameter Range Average Accuracy (%) 

C γ Sunny Cloudy Raining 

2-5 – 20 

2-9 – 2-3 71,05 72,70 75,17 

2-3 – 23 88,29 92,32 90,63 

23 – 29 88,57 91,79 90,69 

29 – 215 66,64 64,49 69,51 

20 – 25 

2-9 – 2-3 85,69 88,77 88,53 

2-3 – 23 90,51 95,25 93,72 

23 – 29 92,14 96,69 95,36 

29 – 215 79,59 78,79 81,23 

Table 4. The experiment of SVM on training data 

Experiment no. 

Optimised 

Parameter 
Accuracy 

(%) 
C γ 

1 

20 

2-3 91,06 

2 2-1 92,67 

3 21 93,50 

4 23 93,50 

5 

22 

2-3 92,04 

6 2-1 93,39 

7 21 93,39 

8 23 93,50 

9 

24 

2-3 92,77 

10 2-1 93,50 

11 21 93,60 

12 23 93,55 

 

optimal value as a reference in optimising the SVM 

parameters, 12 experiments were carried out using 

the range of values obtained. 

From the experiments carried out on the training 

data as shown in Table 4, the optimal value occurs at 

C = 24 and γ = 21, which occurs in the 11 th 

experiment resulting in an accuracy of 93.60 %.  

5.2 Parameter optimization using SVMGA 

The optimisation is needed to get a more optimal 

output value in the testing process that will be carried 

out later. From the model obtained, the prediction 

becomes more optimal in the test data set. The 

optimisation is carried out on the SVM parameters, 

namely C and γ, while the fitness value is obtained 

from the accuracy value. The optimal hyperplane can 

determine the fitness value for SVM with the RBF 

kernel function (based on Eq. (13)). The GA stages 

consisting of initialisation, selection, crossover, 

mutation, and elitism are shown as follows. 

5.2.1. Initialization step  

In this process of initialisation, the random value 

is generated with a predetermined range of values. 

The values were 0 ≤  𝛾 ≤  2.5 and 8 ≤  𝐶 ≤  16, 

and it was used to limit the value of genes on 

chromosomes (are as shown in Table 5). 

The chromosome bit length is determined then 

initialises as many as N chromosomes containing the 

SVM parameter value. The chromosomes formed 

will undergo all the processes in the genetic algorithm, 

including selection, crossing over, mutation, and 

elitism to obtain parameters that will produce optimal 

accuracy values. Suppose that ten  

 
Table 5. Chromosome initialisation 

Chromosomes 
C γ 

22 2 
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Table 6. Fitness value for each chromosome 

Chromosome 
Gen 

Fitness 
C γ 

1 11,605 1,232 94,29 

2 19,584 1,639 94,55 

3 20,139 1,116 94,76 

4 5,891 2,285 94,18 

Chromosome 
Gen 

Fitness 
C γ 

5 27,740 1,196 94,13 

6 9,498 1,611 94,08 

7 13,557 2,458 94,03 

8 25,682 1,779 94,18 

9 30,861 2,886 93,82 

10 4,567 2,147 93,82 

Total  fitness 941,84 

 

chromosomes are determined at an early stage, 

illustrated as shown in Table 6. 

5.2.2. Selection step 

The roulette wheel selection method is the 

method chosen in this study to select populations that 

have been formed at the initialisation stage. The 

roulette wheel is one of the methods in the selection 

stage to determine the chromosomes of parents or 

parents who survive for the next generation. By 

looking at the fitness value, the chromosomes that are 

formed will be selected for the next generation. The 

probability of the I chromosome being selected at the 

fitness value 𝑓𝑖
𝑛 (as shown in Table 7). 

The roulette wheel selection method selects the 

chromosomes with the chance that they are 

proportional to their cumulative probability value. 

The cumulative probability value of a chromosome is 

greater than the chromosome that will be selected to 

survive (as in Table 8). After that, generate a random 

number 0 ≤  𝑅 ≤  1 as much as the population (as 

shown in Table 9).   

If 𝑅𝑘 < 𝐶𝑘 then the k chromosome will be 

selected as a candidate parent with conditions 

𝐶𝑘−1 < 𝑅𝑘 < 𝐶𝑘. As of the prospective parents with 

selected chromosomes as Table 10. 

5.2.3. Crossover step 

In the crossover stage, two-parent chromosomes are 

carried out to produce offspring or children. Parent 

chromosomes are randomly selected by determining 

the crossover probability value. In this study, the 

crossover probability as big as 0.4, so four 

chromosomes of the candidate parent are used as the 

parent. The method of crossing over or Crossover in 

this study is real numbers using the whole arithmetic  

crossover calculation by determining α as big as  
 

Table 7. Probability of each chromosome 

Chromosome 
Gen 

Fitness Probability 
C γ 

1 11,605 1,232 94,29 0,1001 

2 19,584 1,639 94,55 0,1004 

3 20,139 1,116 94,76 0,1006 

4 5,891 2,285 94,18 0,1000 

5 27,740 1,196 94,13 0,0999 

6 9,498 1,611 94,08 0,0999 

7 13,557 2,458 94,03 0,0998 

8 25,682 1,779 94,18 0,1000 

9 30,861 2,886 93,82 0,0996 

10 4,567 2,147 93,82 0,0996 

Total  fitness 941,84  

 

Table 8. Probability cumulative of each chromosome 

Chromosome Fitness Probability 
Probability 

Cumulative 

1 94,29 0,1001 0,1001 

2 94,55 0,1004 0,2005 

3 94,76 0,1006 0,3011 

4 94,18 0,1000 0,4011 

5 94,13 0,0999 0,5011 

6 94,08 0,0999 0,6009 

7 94,03 0,0998 0,7008 

8 94,18 0,1000 0,8008 

9 93,82 0,0996 0,9004 

10 93,82 0,0996 1,0000 

 

Table 9. Generated random value of each chromosome 

Chro 

mo 

some 

Fitness Probability 
Probability 

Cumulative 

Random 

Value 

1 94,29 0,1001 0,1001 0,8594 

2 94,55 0,1004 0,2005 0,9631 

3 94,76 0,1006 0,3011 0,1478 

4 94,18 0,1000 0,4011 0,5759 

5 94,13 0,0999 0,5011 0,0475 

6 94,08 0,0999 0,6009 0,6347 

7 94,03 0,0998 0,7008 0,3805 

8 94,18 0,1000 0,8008 0,4510 

9 93,82 0,0996 0,9004 0,2318 

10 93,82 0,0996 1,0000 0,9735 

 

Table 10. Chosen chromosome as parent candidate 

Parent Random Value Chromosome 

1 0,0475 5 

2 0,1478 3 

3 0,2318 9 

4 0,3805 7 

5 0,4510 8 

6 0,5759 4 

7 0,6347 6 

8 0,8594 1 

9 0,9631 2 

10 0,9735 10 
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0.6176. The chromosomes selected as a parent are 

chromosomes 5 and 7, 3 and 8 (in Table 11). 

Then, the crossover process was carried out using 

Eq. (15) for Parent a and Eq. (16) for Parent b. The 

total population has been seen in Table 12. 

 

𝐶1 = 𝛼. �̅�(1 − 𝛼). �̅�                              (16) 

 

𝐶2 = 𝛼. �̅�(1 − 𝛼). �̅�                              (17) 

 

Crossover result on first pair chromosome (5, 7) 

 

𝐶1 

0,6176×27,740+(1-

0,6176) ×13,557 = 

22,316 

0,6176×1,196+(1-

0,6176) ×2,458 = 

1,6785 

C2 

0,6176×13,557+(1-

0,6176) ×27,740 = 

24,782 

0,6176×2,458+(1-

0,6176) ×1,196 = 

1,9754 

 

Crossover result on second pair chromosome 

from number (3, 8)  

 

C3 

0,6176×20,139+(1-

0,6176)×25,682 = 

22,258 

0,6176×1,116+(1-

0,6176)×1,779 = 

1,3695 

C4 

0,6176×25,682+(1-

0,6176)×20,139 = 

23,562 

0,6176×1,779+(1-

0,6176)×1,116 = 

1,5254 
 

Table 11. Selected pair of chromosome 

Chromosome C γ 

5 27,740 1,196 

7 13,557 2,458 

Chromosome  C γ 

3 20,139 1,116 

8 25,682 1,779 

 

Table 12. Crossover result on population 

Chromosome 
Gen 

Fitness 
C γ 

P1 11,605 1,232 94,29 

P2 19,584 1,639 94,55 

P3 20,139 1,116 94,76 

P4 5,891 2,285 94,18 

P5 27,740 1,196 94,13 

P6 9,498 1,611 94,08 

P7 13,557 2,458 94,03 

P8 25,682 1,779 94,18 

P9 30,861 2,886 93,82 

P10 4,567 2,147 93,82 

C1 22,316 1,678 94,29 

C2 24,782 1,975 94,13 

C3 22,258 1,369 94,83 

C4 23,562 1,525 94,50 

5.2.4. Mutation step 

In the mutation process, probability value (𝑃𝑚) 

need to determine before generating random numbers 

with a value between 0 and 1 for each gene on the 

chromosome. For genes whose random number is 

below the value of 𝑃𝑚 , the gene will be mutated 

within a predetermined range of values. Suppose that 

the value of 𝑃𝑚 as 0.1 while the range of values is 0 

≤ γ ≤ 2.5 and 8 ≤ C ≤ 16. The picture above shows 

that gene C in C3 and gene γ in C4 have mutations 

because the random numbers are smaller than 𝑃𝑚 , 

namely 0.008 < 0.1 and 0.089 < 0.1. The value on the 

gene is replaced by the random number value 

obtained. The illustration of mutation has been shown 

in Fig. 8. 

5.2.5. Elitism step 

Elitism serves to maintain chromosomes which 

has the highest fitness value derived from the 

calculation of the parameters. In this study, the 

parameters are C and γ aims to maintain the optimal  

 

 
Figure 7. Mutation process 

 
Table 13. Overall population based on fitness 

Chromosome 
Gen 

Fitness 
C γ 

C3' 10,326 1,369 94,77 

P3 20,139 1,116 94,76 

P2 19,584 1,639 94,55 

C4' 23,562 1,423 94,55 

P1 11,605 1,232 94,29 

C1 22,316 1,678 94,29 

P4 5,891 2,285 94,18 

P8 25,682 1,779 94,18 

P5 27,74 1,196 94,13 

C2 24,782 1,975 94,13 

P6 9,498 1,611 94,08 

 

Chromosome 
Gen 

Fitness 
C γ 

P7 13,557 2,458 94,03 

P9 30,861 2,886 93,82 

P10 4,567 2,147 93,82 

Chromosome Gen 

 C γ 

Random Value 0,008 0,145 

C3 22,258 1,369 

Random Value 0,235 0,089 

C4 23,562 1,525 

C3 and C4 become C3
’ and C4

’ 

C3
’ 10,326 1,369 

C4
’ 23,562 1,423 
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value in each population formed. In this study, the 

population maintained was 70 % of the total initial 

population (14 chromosomes), as shown in Table 13. 

The second generation has the following initial 

population as in Table 14. The process is carried out 

repeatedly, starting from the selection stage to Elitism 

until the stopping criteria that have been determined 

are met. 

5.3 Evaluation using SVMGA 

Evaluation is done by preparing all datasets that 

have sunny, cloudy, rainy conditions into one. The 

best parameter results are used in the test. For each 

test data, there are 224 segmented parking lot images. 

An example of an image before classification is 

shown in Fig. 9 and Fig. 10. Fig. 10 shows that the 

224 parking are classified 157 parking spaces can be 

classified as content, and 67 parking spaces are 

classified as empty. From the 157 parking lots, 11 

parking spaces are misidentified, and out of the 67 

parking lots classified as empty, there is no parking 

that was misidentified, and the accuracy is 94,64%. 

Tests are also carried out individually for each 

condition (are shown in Table 15). The data applied 

experienced sunny, cloudy, and rainy weather 

conditions. In the experiment, testing this proposal 

gave an average performance of 96.99 %, which was 

an increase of 6.99 % compared to the study of True 

[8]. Compared with Wu [5], the approach 

 
Table 14. 2nd Generation population 

Chromosome 
Gen 

Fitness 
C γ 

P1 10,326 1,369 94,77 

P2 20,139 1,116 94,76 

P3 19,584 1,639 94,55 

P4 23,562 1,423 94,55 

P5 11,605 1,232 94,29 

P6 22,316 1,678 94,29 

P7 5,891 2,285 94,18 

P8 25,682 1,779 94,18 

P9 27,74 1,196 94,13 

P10 24,782 1,975 94,13 

 

 
Figure. 8 Image example before classification 

Table 15. Average classification accuracy based on 

weather condition 

Weather Number of Data Accuracy 

Sunny 25 96,78% 

Cloudy 25 98,03% 

Rainy 15 96,16% 

Test Data Total 65  

Mean Accuracy  96,99% 

 

 
Figure. 9 Result comparison between SVM-RBF [5], [8] 

and SVMGA (proposed method) 

 

 
Figure. 10 Misclassification example on sunny weather 

condition 

 

performance gives an increase of 3.47 %. Meanwhile, 

when compared with the approach of Kabab [10], this 

study provides an increase of 6.81 %. According to 

the dataset, the previous research was applied based 

on the weather conditions (Fig. 11). The highest 

accuracy occurred when applied to cloudy weather 

conditions. The accuracy reached 98.03 % is higher 

1.34 % than previous methods. In sunny weather, the 

accuracy is 96.78 % is higher at 4.64 % than previous 

methods. Meanwhile, in rainy weather conditions, 

96.16 % is higher than 0.80 % than the previous 

method. 

The highest average given in this study is in 

cloudy weather conditions (Fig. 11), which is 

98.03 % and still misclassified. Misclassification is 

due to the object or position of the parking vehicle 

crossing the parking area dividing line. In sunny 

weather conditions, the light intensity is too high and 

affecting the classification results. In contrast, rainy 

weather occurs when the parking slot is submerged. 
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The approach algorithm sometimes cannot correctly 

distinguish whether the vehicle is parked or the 

parking area is wide where the lane position exists in 

the middle of the parking lot. It is different when the 

weather is cloudy with average light intensity, so 

during the classification process, it can run optimally. 

Misclassification occurs in the blue box, as shown in 

Fig. 12. 

That figure shows that the classification error is 

due to the difference in light intensity, which light 

detected in part of the parking area. It looks like there 

is an intersection in the image. In Fig. 13, an object 

looks like a human in the parking area, and the 

algorithm detects it as a vehicle parked in the parking 

area in cloudy weather. In Fig. 14, the classification 

error is caused by a pool of water that looks like an 

object in the parking lot for rainy weather. 

5.4 Evaluate with another dataset 

The reliability of the SVMGA algorithm model  

 

 
Figure. 11 Misclassification example on cloudy weather 

condition 

 

 
Figure. 12 Misclassification example on rainy weather 

condition 

 
Table 16. Test result on CNR dataset 

Weather Sunny Overcast 
Total 

Data 

Mean 

Accuracy 

Number 

of Data 
19 19 38  

Accuracy 94,84% 93,88%  94,36% 

 
Figure. 13 Misclassification on CNR dataset (sunny) 

 

 
Figure. 14 Misclassification on CNR dataset (overcast) 

 

that has been formed is tested on other parking lots. 

The public dataset comes from the CNR parking 

dataset, can be downloaded from the CNR webpage 

http://www.cnrpark.it/. The data contains 38 images 

divided into two weather categories, sunny and 

overcast, with 19 images respectively. 

Table 16 shows the results of the average 

classification test using the SVMGA model on the 

CNR parking lot test data for sunny and overcast 

weather conditions. The SVMGA algorithm works 

very well on the CNR parking lots dataset. The 

optimal accuracy value occurs in sunny weather with 

an average accuracy of 94.84 % and overcast weather 

with an average accuracy value of 93.88 %. In 

general, misclassification is caused by objects and 

puddles in the parking lot, as shown in Fig. 15 and 

Fig. 16.  

6. Conclusion 

In this study, the detection of empty parking lots 

by previous researchers gave a varied performance. 

The SVMGA approach provides an accuracy 
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performance of 96.99 %, which is 2.65 % better than 

previous studies. The experimental results also show 

that this proposed method is successful when applied 

to other public datasets with an accuracy performance 

amount of 94.36 %. It is hoped that this research can 

be tested further and applied directly to benefit many 

people in the future. 
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