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Abstract: In performing dental implant surgery on the mandible, it is necessary to measure the height and width 

between alveolar bone and mandibular canal. A system that is able to measure the height and width automatically is 

required since a manual measurement takes a long time. One of the important processes in this system is mandibular 

canal segmentation. The main problem in this segmentation process is the unbalanced numbers of data between object 

and background classes. This problem often led to misclassifications, especially at pixels on the object boundary. This 

research proposed a new architecture based on residual fully convolutional network (RFCN) by considering the loss 

values in the region and boundary of the mandibular canal segmentation. Dual auxiliary loss (DAL) functions are 

introduced to optimize RFCN, so that the network performs object segmentation better. For this research, DAL used 

focal loss to calculate the loss value in region and boundary to overcome the unbalanced class between the mandibular 

canal and the background. There are 2 datasets used for this research. The first dataset contains 200 images with 

mandibular canal and the second dataset contains 300 images consisting of 200 images with mandibular canal and 100 

images without mandibular canal. We tested our network and compared it with state-of-the-art segmentation methods. 

The experiment showed that the proposed method outperforms all the comparing methods with Dice Similarity Score 

of 0.914 on the first dataset and 0.868 on the second dataset.  

Keywords: Mandibular canal segmentation, Fully convolutional network, Residual network. 

 

 

 

1. Introduction 

In general, adult humans have 32 teeth for tearing 

and chewing food [1]. In addition, teeth can also 

affect human articulation in speech. With these 

functions, tooth loss will be a problem for humans. 

Nowadays, if someone loses a tooth, they can 

perform dental implant surgery. The success of dental 

implant surgery has been validated and considered 

positive by the public [2]. Dental implants are 

artificial tooth roots that will be implanted in the 

human jaw to replace the roots of the missing teeth. 

while placing dental implants, many things need to be 

considered, especially the mandibular canal and 

maxillary sinus to avoid the injury of inferior alveolar 

nerve and maxillary sinus [3]. 

Mandibular implants are implants that are placed 

in the human mandible. There are 3 things that must 

be considered before placing an implant in the 

mandible, namely bone density, distance of height 

and width between the alveolar bone and the 

mandibular canal, and the distance between the teeth 

or implants [3]. Measurement of the height and width 

between the alveolar bone and the mandibular canal 

takes a long time if done manually. For that, it is 

necessary to have a system that can measure these 

measurements automatically. One of the important 

processes for measuring the height and width 

distance between the alveolar bone and the 

mandibular canal automatically is mandibular canal 

segmentation. The mandibular canal or inferior 

alveolar canal is located in the lower jaw which has 

an S-shaped pattern with a diameter between 2 – 2.4 

mm [4].  

Many researches have been done to segment the 

mandibular canal. Moris et al. [5] tracked the 
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mandibular canal automatically using the matching 

method and multiple hypotheses. Several candidate 

positions were selected by looking for a high contrast 

in mandible. Then, several candidates for the mental 

foramen and mandibular positions will be evaluated. 

However, when there was a position that was not 

extracted correctly, the result in the next step will 

have a chance to fail.  

Then, Abdolali, et al. [6, 7] and Kainmueller et 

al. [8] used statistical shape models (SSM) for 

automated segmentation of mandibular canal. The 

shape produced by SSM is usually biased against the 

reference form. However, the segmentation process 

was need to do 2 times, the segmentation of 

mandibular bone and the segmentation of mandibular 

canal. The segmentation of mandibular canal was 

done after the segmentation of mandibular bone 

process completed. To do 2 different segmentation 

processes, of course lots of ground truths that must be 

made. 

Currently, deep learning is widely used to solve 

classification and segmentation problems in the 

health sector [9], one of which is the segmentation of 

the mandibular canal. Kwak et al. [10] tried to 

compared the popular deep learning method for 

segmentation, which is SegNet and U-Net for 

mandibular canal segmentation. They tried SegNet 

and U-Net method for 2D images and U-Net for 3D 

images.  

U-Net [11] has been widely used to segment 

object, especially biomedical images. U-Net has skip 

connection to propagated high resolution features to 

the up-sampled features in decoder. Unlike U-Net, 

SegNet [12] used skip connection to propagated 

pooling indices from encoder to decoder to create 

sparse feature maps. SegNet used pretrained weight 

from basic VGGNet as encoder. The results still 

showed numbers of wrong pixels detected. The 

values of mean IoU from those study was quite low. 

Pixel detection error happened because of the 

unbalanced number of classes between object and 

background. The unbalanced number of classes made 

it possible to experience degradation information 

during the propagation process in skip connections on 

the deep network like U-Net and SegNet [13]. 

Residual U-Net (ResUnet) [14] was proposed to add 

residual network in U-Net to prevent the degradation 

problem. ResUnet could outperformed the other 

method including U-Net in road extraction from 

remote sensing images.  

Jaskari et al. [9] tried to used fully convolutional 

neural network (FCNN) to automatically segmented 

the mandibular canal. The architecture of FCNN was 

similar with ResUnet but they used transposed 

convolution layer as up-sampling instead of pooling 

layer. They tried to compared their FCNN method 

with SSM-based method like [6, 7, 8]. FCNN 

outperformed the other SSM-based method, but 

many pixels are still misclassified especially near the 

boundary of the object. 

In the segmentation or classification process with 

deep learning, selecting the appropriate loss is very 

important because it affects the training process 

which can help improve model reliability [15]. In 

general, the loss function used by previous studies 

only calculates the region of the object. Two auxiliary 

loss was introduced [16] to assist models in 

segmenting portrait images in real time, namely 

segmenting objects (human faces) against the 

background. Two auxiliary loss calculates the loss 

value based on region and boundary. The loss 

function used is binary-cross entropy [17] for the 

region and focal loss [18] for the boundary. This 

calculation of loss based on region and boundary is 

proven to be able to classify pixels around the 

boundary more accurately. However, the use of 

binary-cross entropy can only work well on data with 

a balanced distribution of pixels per class [15]. 

To solve the problem of information degradation 

due to unbalanced classes, it is necessary to have a 

residual unit and a fully convolutional network to 

overcome the problem of information degradation in 

the model training process and also to make it easier 

for the model to find the right filter. To improve the 

model's reliability, two auxiliary losses were 

introduced [16]. However, the use of the binary-cross 

entropy loss function for region loss is not effective 

for data with an unbalanced class. 

This research proposed an architecture based on 

residual fully convolutional network (RFCN) and 

dual auxiliary loss (DAL) for mandibular canal 

segmentation. DAL was introduced to optimize 

RFCN, which considering the loss value in the region 

and boundary of the mandibular canal segmentation. 

The region and boundary loss were merged using 

variable weight values and used to jointly train the 

RFCN model. For this research, DAL used focal loss 

to calculate the loss value in region and boundary to 

overcome the unbalanced class between the 

mandibular canal and the background. The proposed 

automatic segmentation of mandibular canal will 

make the process of dental implant surgery planning 

faster. 

This paper is organized as follows. Section 2 

presents the proposed methodology for mandibular 

canal segmentation. Section 3 presents the datasets 

that were used for the experiments, the experiments 

that have been performed, the results, and the 

discussion of the experimental results. Section 4 

presents the conclusion and the future work of this  



Received:  June 23, 2021.     Revised: August 20, 2021.                                                                                                   210 

International Journal of Intelligent Engineering and Systems, Vol.14, No.6, 2021           DOI: 10.22266/ijies2021.1231.20 

 

 
(a)                                 (b) 

Figure. 1 Overall framework: (a) residual fully convolutional network and (b) dual auxiliary loss 

 

 
(a)                                                            (b) 

Figure. 2 Residual building block: (a) with identity mapping and (b) with 1 × 1 convolution layer 

 

research. 

2. Research method 

The framework of the mandibular canal 

segmentation process is shown in Fig. 1.  The residual 

fully convolutional network (RFCN) model in Fig. 1 

(a) are used to extract features from CBCT images, 

while dual auxiliary loss (DAL) functions in Fig. 1 

(b) are used to train the model in order to properly 

segment the mandibular canal. DAL calculates the 

loss value based on region and boundary by giving 

weight variables to make the calculation of loss more 

flexible according to the data. 

2.1 Residual fully convolutional network (RFCN) 
 

Residual fully convolutional network combine 

residual unit in fully convolutional network. In this 

research, we adopted U-Net architecture form 

because U-Net proven to ease the training process 

[14]. The 2D U-Net-like architecture was proven to 

work well in many medical segmentation task [15, 

16]. Even with a small number of input, U-Net could 

accurately segment the object in a short processing 

time [21]. The skip connections in U-Net connected 

the encoder and decoder, which created an easier way 

to spread the information between low and high 

levels so that the training process will be easier [14]. 

We used fully convolutional network, which used 

convolution layer for down sampling instead of 

pooling layer. It can help the model on the training 

process find the optimal filter and reduced the 

memory usage [22]. Unfortunately, fully 

convolutional network could cause a degradation 

information because of its deeper network [13].  

Therefore, we combined the fully convolutional 

network with residual unit. This residual unit serves 

to prevent degradation or loss of spatial information 

and prevent the network from experiencing a 

vanishing gradient [23]. In addition, residual unit can 

also improve the performance of the neural network, 

making it easier for the training process [14]. With 

the addition of residual units on the fully 

convolutional network, fewer parameters will be used 

and the performance for segmenting objects will be 

better [14].  

There were 2 kinds of residual unit or residual 

building block (RBB) as shown in Fig. 2, the residual 

building block with identity mapping and with 1 × 1 

convolution layer. The addition of the original feature 

map or identity mapping mitigates the degradation 

issue that emerges in the models [24]. The RBB with 

identity mapping was used more often than RBB with 

1 × 1 convolution layer [20, 19]. In this research, we 

used the RBB with 1 × 1 convolution layer to made 

the residual unit had the same number of layers as the 

output of weight layer for the element-wise addition. 

The RBB with 1 × 1 convolution layer was given in 

equation 1. The output 𝑥𝑖+1 of RBB was the element-

wise addition between residual function 𝑀(𝐹𝑖 , 𝑊𝑖 ) 

and 1 × 1 convolution layer with batch normalization  
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Figure. 3 Residual fully convolutional network architecture 

 

𝑆(𝐹𝑖)  then multiply it with activation function 𝑓 

[14,20]. Residual function consisted of input 𝐹𝑖 and 

the weighting process 𝑊𝑖 like convolution layer.  

 

𝑦𝑖 = 𝑀(𝐹𝑖, 𝑊𝑖) + 𝑆(𝐹𝑖) 

𝑥𝑖+1 = 𝑓(𝑦𝑖), 
(1) 

 

Fig. 3 showed the architecture used in this 

research. The input was 2D images with 1 channel or 

grayscale. The model was divided into 3 parts, there 

were encoder, bridge, and decoder. Each of them 

consisted with residual block. There were 7 residual 

blocks, which is 3 in encoder, 1 in bridge, and 3 in 

decoder. The residual block looked like Fig. 2 (b). 

The weight layer or convolution block consisted of 

batch normalization, rectified linear unit (ReLu), 3 × 

3 convolution layer, and dropout layer with rate = 0.2. 

Batch normalization was used for accelerating the 

model’s convergence [25]. For the activation 

function, we used ReLu. To ease the overfitting of the 

model, we used dropouts [26] as regularization 

function. There were 3 processes of down sampling 

in the encoder. We used 2 × 2 convolution layer with 

stride = 2 instead of pooling layer. Then, there were 

3 processes of up sampling in the decoder. We used 

2 × 2 transposed convolution layer with stride = 2 for 

up sampling. There were 2 outputs of this model, the 

region and boundary of mandibular canal. After the 

last residual blocks on decoder parts, 3 × 3 

convolution layer was added to help the model 

distinguish between region and boundary. Then we 

added 1 × 1 convolutional network with sigmoid 

activation function to classified each of the pixels of 

every images. 

2.2 Dual auxiliary loss (DAL) 

loss function was used to help the training 

process so that the model can convergence quickly 
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[15]. In designing an architecture to carry out the 

segmentation process, the selection of a loss function 

must be adjusted to the data because it greatly 

influences the training process [15]. This study used 

dual auxiliary loss (DAL), which was the modified of 

two auxiliary loss[16]. DAL counted the loss value 

based on region and boundary by providing a variable 

weight (𝛼) to made it more flexible. The DAL were 

donated as Eq. 2. 

 

𝐷𝐴𝐿 =  𝛼 𝑅𝑒𝑔𝑖𝑜𝑛𝐿𝑜𝑠𝑠

+ (1 − 𝛼) 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦𝐿𝑜𝑠𝑠  (2) 

 

The calculation of region loss will help the 

network segmented the regions of the mandibular 

canal while the boundary loss will help the network 

detect and limit objects so that it is hoped the network 

will not segment objects outside the boundaries. The 

size of the mandibular canal is very small, so the 

number of classes for objects and backgrounds is very 

unbalanced. To solve the problem of unbalanced 

class, then focal loss used to calculate the loss value 

of the region and boundary. Focal loss worked very 

well at data with unbalanced number of classes 

between object and background [13, 11]. Moreover, 

focal loss was proved can improve the classification’s 

accuracy compared to cross-entropy loss [27]. Focal 

loss will give weight to the object which is not 

detected properly [15]. Focal loss was a modified of 

binary cross-entropy loss. The binary cross-entropy 

loss equation donated as equation 3. The estimated 

probability value for the class labelled 𝑦  = 1 was 

𝑝 and to simplify the equation, focal loss used Eq. 4 

to define the probability of 𝑝𝑡  in class 𝑦  [18]. So, 

now the cross entropy donated as Eq. 5. 

 

𝐶𝐸𝑝𝑦 =  {
− log(𝑝)            𝑖𝑓 𝑦 = 1

− log(1 − 𝑝)         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
     (3) 

 

𝑝𝑡 =  {
𝑝           𝑖𝑓 𝑦 = 1

1 − p       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
         (4) 

 

𝐶𝐸(𝑝,𝑦) =  𝐶𝐸(𝑝𝑡) =  − log(𝑝𝑡)                   (5) 

 
Focal loss add a modulation factor − (1 −  𝑝𝑡)𝛾 

with 𝛾 ≥ 0 [18]. The value of 𝛾 would help adjusted 

the value for the object whose weight was lowered so 

that the object will get a small loss value [18]. The 𝛼 

used to balanced the value based on the inverse class 

frequency and can also be used as a hyperparameter 

with a value between 0 – 1 [15]. The focal loss 

donated as Eq. 6. 

 

𝐹𝐿𝑝𝑡
=  − 𝛼𝑡(1 −  𝑝𝑡)𝛾 log(𝑝𝑡)      (6) 

3. Result and analysis 

3.1 Dataset 

In this research, we used CBCT image from 5 

patients who will have a dental implant surgery as a 

training and testing data. The size of each CBCT 

image was 266 x 266 x 200 voxel. The 3D CBCT 

image was sliced along the sagittal plane to obtain 2D 

images sized 266 x 200 pixels. We randomly chose 

100 images that contained the mandibular canal and 

100 images that didn’t contain the mandibular canal. 

Then, the images that showed the mandibular canal 

was all augmented horizontally. We trained and 

tested our model with 2 datasets. The first dataset 

contained 200 2D image that showed the mandibular 

canal and the second dataset contained 200 2D image 

that showed the mandibular canal that used in the first 

dataset and 100 2D image that didn’t show the 

mandibular canal. We normalized all of the images to 

the intervals [0, 1]. The region and boundary of 

mandibular canals were annotated manually and was 

confirmed by experts. 

3.2 Experimental setup 

We implemented our model using Keras Python 

and Google Colaboratory GPU. To optimized the 

model, we used Adam with learning rate set to 0.001 

and batch size set to 48. We used 1000 epochs for 

training the model and used model with smallest loss 

for testing. For dual auxiliary loss, we tried the 

weight possibilities from 0 – 1 with +- 0.1 for both 

datasets. We set the focal loss 𝛾 to 2 and 𝛼 to 0.25. 

3.3 Comparisons and discussions 

We did 2 experiments for this research. First, we 

tried to find the best weight for our proposed dual 

auxiliary loss (DAL). Then, we compared our method 

with previous deep-learning-based methods for 

mandibular canal segmentation to validated our 

method. The comparison methods used are our 

RFCN with only considering the region loss, fully 

convolutional neural network (FCNN) [9], residual 

U-Net (ResUnet) [14], SegNet [12], and U-Net [11]. 

The data used for these experiments were 160 images 

for training and 40 images for testing in the first 

dataset. In the second dataset, we used 240 images 

and 80 images for testing. We used the score of Dice 

Similarity Coefficient (DSC) to evaluated the model. 

DSC frequently used for comparing the segmentation 

result and ground truth [28]. The DSC equation was 

donated as Eq. 7.  
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Table 1. Comparison of the final results   

Weight Dice Similarity Coefficient 

Region 

(α) 

Boundary 

(1 - α) 
1st Dataset 2nd Dataset 

1 0 0.014 0.009 

0.9 0.1 0.839 0.774 

0.8 0.2 0.870 0.716 

0.7 0.3 0.814 0.803 

0.6 0.4 0.914 0.859 

0.5 0.5 0.852 0.812 

0.4 0.6 0.841 0.847 

0.3 0.7 0.897 0.827 

0.2 0.8 0.882 0.868 

0.1 0.9 0.850 0.790 

0 1 0.009 0.012 

 

𝐷𝑆𝐶 =  
2𝑇𝑃

𝐹𝑃 +  2𝑇𝑃 +  𝐹𝑁
              (7) 

 

𝑇𝑃, 𝐹𝑃, and 𝐹𝑁 is true positive, false positive, and 

false negative. DSC range is from 0 – 1 where 1 

indicating perfect segmentation [22]. 

3.3.1. Weight for dual auxiliary loss 

In this experiment, we tried to find the best 

weight for DAL. The weight (α) value used for this 

experiment is between 0 – 1 for both datasets. Table 

1 summarized the final result of both datasets. Final 

result is obtained by merging each of region and 

boundary output of the model. The DSC showed in 

Table 1 is the average DSC of the overall final result 

of testing data from each dataset.  

In the first dataset, giving 0.6 weight for region 

and 0.4 for boundary gave the best DSC with 0.914 

and in the second dataset, giving 0.2 weight for 

region and 0.8 for boundary gave the best DSC with 

0.868. In both datasets, final result with the lowest 

DSC was when the weight of region or boundary 0. It 

happened because when the weight was 0, the output 

image was not extracted perfectly. The output image 

was still almost the same as the input. It will affect 

the final result in the merging process. The best 

weight for each dataset was different because each 

dataset has a different image characteristic. So, there 

was no fixed weight to use for DAL because it 

depends on the image condition 

The samples output from the first dataset of the 

proposed method are shown in Fig. 4. We can see that 

the shape, size, orientation, and location of the 

mandibular canal is different for each image. 

Furthermore, the object around the mandibular canal, 

the thickness of the border, and the grayscale 

intensity of mandibular canal is various as well.  

Mostly, the shape of mandibular canal is like an  

 

 
Figure. 4 Samples of mandibular canal segmentation 

result using the proposed RFCN + DAL 

 

oval as shown in Fig. 4 (a), (c), (d), (e), and (f), but 

there is also a mandibular canal which shape like a 

circle as shown in Fig. 4 (b). The shape of mandibular 

canal quite affected the size of it. But, even if it has a 

similar shape, the size is various too as Fig. 4 (d) is 

smaller than the other oval-like mandibular canal.  

Fig. 4 (c)’s orientation is tilt to the top left while Fig. 

4 (f) tilt to the top right and Fig. 4 (e) almost 

horizontal. It showed that mandibular canal has many 

orientations variation. The location of each 

mandibular canal must be different as Fig. 4 (f)’s 

location is at the bottom of the image and the other 

are almost in the middle of the image. The object  

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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Table 2. The Architecture of each comparison method 

Method 

Encoder Bridge Decoder 
Residual 

Bulding Block 
Parameter Total 

Block 

Filter 

Amount 

Total 

Block 

Filter 

Amount 

Total 

Block 

Filter 

Amount 

FCNN 3 [32, 64, 128] 1 [256] 3 [128, 64, 32] 
Identity 

mapping 
~ 2 M 

ResUnet 3 [64, 128, 256] 1 [512] 3 [256, 128, 64] 
Identity 

mapping 
~ 8 M 

SegNet 5 
[64, 128, 256, 

512, 512] 
- - 5 

[512, 512, 

256, 128, 64] 
- ~ 24 M 

U-Net 4 
[64, 128, 256, 

512] 
1 [1024] 4 

[512, 256, 

128, 64] 
- ~ 31 M 

RFCN 

(ours) 
3 [32, 64, 128] 1 [256] 3 [128, 64, 32] 

1 × 1 

convolution 
~ 2 M 

RFCN + 

DAL 

(ours) 

3 [32, 64, 128] 1 [256] 3 [128, 64, 32] 
1 × 1 

convolution 
~ 2 M 

 
Table 3. Loss function and optimizer of each comparison method 

Method 
Loss Function 

Optimizer 
Region Boundary 

FCNN Dice Coefficient Loss - Adam (LR = 0.0001) 

ResUnet Focal Loss - Adam (LR = 0.001) 

SegNet 
Weighted Cross Entropy (Median 

Balanced) 
- 

Stochastic Gradient Descent (LR = 0.1, 

Momentum = 0.99) 

U-Net 
Weighted Cross Entropy (Mean 

Balanced) 
- Adam (LR = 0.0001) 

RFCN (ours) Focal Loss - Adam (LR = 0.001) 

RFCN + DAL (ours) Focal Loss Focal Loss Adam (LR = 0.001) 

 
around mandibular canal is different on each image 

because every patient has different oral cavity 

conditions as seen in Fig. 4 (e) showed more teeth 

compared to Fig. 4 (f). The thickness of the border 

around the mandibular canal is various as well as Fig. 

4 (a)’s border is bolder and more visible than Fig. 4 

(c). The last thing is that the grayscale intensity of 

mandibular canal affects its visibility as mandibular 

canal in Fig. 4 (a) and (b) are more visible than Fig. 

4 (c) and (f). With all those different conditions, our 

proposed method managed to segment the 

mandibular canal well. 

3.3.2. Method comparison 

In this experiment, we compared our method 

with 5 deep-learning-based methods for mandibular 

canal segmentation. The deep-learning-based 

methods are our RFCN which only considered the 

region loss, fully convolutional neural network 

(FCNN), SegNet, Residual U-Net (ResU-Net), and 

U-Net. All of these methods, including our proposed 

method used U-shaped model like U-Net for the 

architecture. The summarized of each method’s 

architecture were shown in Table 2.  

U-Net and SegNet have a deeper network 

compared to other methods and only used 

convolution block not residual block. Generally, 

convolution blocks consist of 2 convolution layers 

with activation function like ReLu or batch 

normalization after each convolution layer. While 

residual block, as shown in Fig. 2, is consist of 

convolution block and residual unit (identity 

mapping or 1 × 1 convolution). FCNN, ResUnet, and 

our RFCN used residual block in their architecture 

and have less parameter compared to U-Net and 

SegNet. The amount of parameter of each method is 

influence by how deep the network is and the amount 

of filter in each convolution layer. That’s why U-Net 

and Segnet have much more parameters than FCNN, 

ResUnet, and our RFCN. 

U-Net, SegNet, and ResUnet were originally 

used to segment other objects in another dataset. 

Those other datasets obviously have a different 

characteristic with our dataset. We tried to run those 

methods in their original parameter but it got 

underfitting when we trained U-Net and ResUnet and 

overfitting when we trained SegNet. So, the result 

was far below from our result.  

Then, to optimize the capability of those methods to 

segment mandibular canal, we changed some of their 

loss function and optimizer but we still used the 

original architecture for all the comparison methods. 
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Figure. 5 Example results of the models on the first dataset. Yellow line shows the ground truth and red line shows the 

model’s output 

 

Table 4. Comparison of our model with state-of-the-arts 

Method 
DSC 

1st Dataset 2nd Dataset 

FCNN 0.681 0.547 

ResUnet 0.796 0.775 

SegNet 0.814 0.716 

U-Net 0.844 0.770 

RFCN (ours) 0.782 0.717 

RFCN + DAL 

(proposed method) 
0.914 0.868 

 

We summarized the loss function and optimizer we 

used of each method in Table 3. The method that we 

didn’t change its loss function and optimizer is FCNN, 

because it was originally used for segmenting 

mandibular canal in the previous research [9]. The 

original SegNet used VGGNet as pretrained weight, 

median balancing cross entropy for loss function, and 

stochastic gradient descent with learning rate (LR) 

0.1 and momentum 0.9. We didn’t used the pretrained 

weight to even the other methods and changed the 

momentum value to 0.99. While the original U-Net 

used weighted pixel-wise cross entropy for loss 

function and stochastic gradient descent with 

momentum 0.99. We change the loss function to 

mean balancing weighted cross entropy and the 

optimizer to adam with learning rate 0.0001. The 

original ResUnet used mean squared error for the loss 

function and stochastic gradient descent for optimizer. 

We change the loss function to focal loss as mean 

squared error only works with balanced data [29] and 

the optimizer to adam with learning rate 0.001.  

We evaluated the capability of comparison 

method for segmenting mandibular canal based on 

their dice similarity coefficient score of each dataset 

as shown in Table 4. We used our best score in Table 

1 as a comparison. We also tested the other 

comparison method using the model with smallest 

loss. The result in Table 4, showed that our model 

gave the highest DSC in both datasets compared with 

other 5 models with 0.914 on the first dataset and 

0.868 on the second dataset. In the first dataset, our 

proposed method could exceed our RFCN without 

considering boundary loss, U-Net, SegNet, ResUnet, 

and FCNN DSC score of 0.132, 0.070, 0.100, 0.118, 

and 0.233 and 0.151, 0.098, 0.152, 0.093, and 0.321 

in the second dataset, respectively. Our proposed 

method achieved a promising improvement in 

mandibular canal segmentation task even though our 

network parameters only around 1/15 of U-Net as the 

second-best DSC score. 

The difference DSC between ResUnet and 

SegNet was quite thin in the first dataset while in the 

second dataset, ResUnet could outperform SegNet 

with only 1/3 parameters of SegNet. It shows that by 

adding residual network, the network still could 

segment the mandibular canal well even with less 

parameters. The residual network could prevent the 

degradation problem and help the network to extract 

important features with fewer number of filters. 
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Figure. 6 Example results of the models on the second dataset. Yellow line shows the ground truth and red line shows the 

model’s output. 

 

Selecting the appropriate loss function was 

significantly affect the segmentation result. When we 

tried to run ResUnet with their original loss function 

which is mean squared error, the network run into 

underfitting. Then, we changed the loss function to 

focal loss as we used in our proposed method and it 

directly worked like charm. Other than focal loss, 

weighted cross entropy proved work well with our 

unbalanced data as SegNet and U-Net could still 

segment the mandibular canal well.  

The example results from each method on the 

first dataset are shown in Fig. 5 and the second 

dataset are shown in Fig. 6 and 7. Those figures 

showed the position of mandibular canal on the 2D 

CBCT images based on the method’s output and 

stacked it over the ground truth. The red line shows 

the mandibular canal based on method’s output and 

the yellow line show the ground truth of mandibular 

canal.  

In Fig. 5, U-Net almost successfully detect the 

mandibular canal while RFCN, ResUnet, and our 

proposed method still couldn’t detect the mandibular 

canal on the corner of the image. FCNN could only 

detect it as a dot as we showed in the red circle and 

SegNet still detected beyond the mandibular canal’s 

boundary. In Fig. 6, FCNN and RFCN still detected 

another object outside the mandibular canal and 

consistent as in Fig. 5, SegNet still detected far 

beyond the mandibular canal’s boundary. U-Net only 

detect the part of mandibular canal while ResUnet 

and our proposed method almost segmented the 

mandibular canal perfectly. Fig. 7 is the example of 

methods’s result for image which didn’t show the 

mandibular canal in the second dataset. Our proposed 

method and U-Net succeeded to detect that there was 

no mandibular canal framed, but the FCNN, RFCN, 

ResUnet, and SegNet still detected objects 

misinterpreted as mandibular canal.  

Mandibular canal was a small object and looked 

similar with bone cavity. That could explain the 

reason why these models have a high chance to 

detected false objects. The DAL showed that by 

considering the boundary loss, the model 

performance will increase as our RFCN + DAL could 

exceed our RFCN’s DSC score of 0.132 on the first 

dataset and 0.151 on the second dataset. The 

boundary loss could help the model to detect the pixel 

around the image boundaries more accurately and 

helped it not to detect other objects outside the 

mandibular canal. The boundary loss aided the model 

to got the better score on DSC score and segmented 

the object better. The used of focal loss in DAL to 

calculate region and boundary was proved suitable 

for model with unbalanced data.  

4. Conclusion 

The purpose of this research was to find the 

model to solve the problem of mandibular canal 

segmentation due to the highly imbalance classes 

between object and background. We proposed a 
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Figure. 7 Example results of the models on the second dataset which didn’t show mandibular canal on the image. Red 

line shows the model’s output 

 

residual fully convolutional network (RFCN) with 

dual auxiliary loss (DAL) which considered the loss 

value in the region and boundary of the mandibular 

canal segmentation. RFCN skip connection between 

encoder and decoder will propagate the information 

and the residual unit will help the models prevent 

degradation information on the training phase. DAL 

help the RFCN detect the pixel around the image 

boundaries more accurately and made the model not 

detected others object outside the mandibular canal. 

The proposed RFCN + DAL model outperforms the 

performance of FCNN, RFCN, ResUnet, SegNet, and 

U-Net on both datasets. The proposed RFCN + DAL 

could segment the mandibular canal well even the 

mandibular canal has various shape, size, location, 

orientation, another object around the mandibular 

canal, thickness of the border, and the grayscale 

intensity. The future work of this research is finding 

an equation to set the weight of DAL automatically 

based on the pixel of the images. 
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