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-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 

A lot of research has been done in the area of TCP long-lived (TLL) and short-lived flows and well as UDP but 

there is limited research done on how they can affect adaptive video streaming at a single household bottleneck 

router.  The goal of Adaptive streaming is to deliver videos to the user in the most efficient way possible and in the 

best quality possible. Several factors can affect the quality of videos including internet connection and other 

applications using the same router. It is important to note which applications can negatively affect streaming and 

cause issues such as poor-quality videos and buffering. This paper investigates the impact that various applications 

that use TCP long-lived flows have on streaming and its effect is compared to applications that use UDP flows. The 

aim is to determine which type of flow affects adaptive streaming the most. This investigation is carried out with 

the use of the TAPAS (a Tool for rApid Prototyping of Adaptive Streaming) player. Live experiments were 

conducted at a household bottleneck link with a client player, a TCP or UDP application. We show that UDP flows 

disrupt adaptive video streaming to a greater extent when compared to TCP TLL flows.  

 

Keywords – Adaptive streaming, bottleneck, live experiments, metrics, TAPAS, TCP long-lived flows, TCP short-

lived flows, UDP flows.  
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I. INTRODUCTION 

Video streaming [27][30][31] makes up more than half 

of the Internet’s traffic and it was found that 69% of 

respondents use at least one streaming service as it is 

cheaper than traditional tv subscriptions [51]. Due to the 

data intensive nature of video streaming, throughput 

variations are common and without sufficient resources 

the video playback will freeze, or the video would be 

streamed at a lower bitrate [50]. Adaptive streaming aims 

to solve these issues. Adaptive streaming is the number 

one video streaming technology in today’s world with 

several well-known companies such as Microsoft, Adobe, 

Netflix, and Apple opting to use this technology [9]. 

Adaptive streaming is defined as a technology designed to 

deliver video to the user in the most efficient way possible 

and in the highest usable quality for each specific user 

[44]. The main advantage of adaptive streaming over other 

streaming methods is as it says in its name, it adapts, it 

adjusts its quality to match bandwidth. Due to the 

adaptation to bandwidth there is a controlled degradation 

in quality and better QoE [1]. 

Adaptive streaming works by detecting a user's bandwidth 

and CPU capacity in real time and adjusting the quality of 

the media stream accordingly. A media file is divided into 

several slices called chunks or segments that are a few 

seconds long. These segments are then encoded into 

different quality levels called representations and stored at 

the server. An encoder is used to encode the audio or 

video file at multiple bit rates into an adaptive format. 

Several versions of a segment exist, as they are of 

different bitrates, resolution, and quality [45].  During a 

player’s session, encodings are swapped in and out in 

order to meet the available resources. This approach 

results in minimal buffering and  smoother video 

playback. When a client makes a request to adaptively 

stream media a manifest file (a media presentation 

description or MPD file) is generated [46]. This file gives 

hierarchical metadata information about the structure and 

availability of media for streaming. It essentially gives 

information about quality and rate for different media 

portions. After the file is fully generated it is then sent to 

the client that requested it. Currently adaptive video 

streaming players are severely impacted by applications 

using TCP long-lived flows and there is no known 

solution for this except ELASTIC (fEedback Linearization 

Adaptive STreamIng Controller) [16].  

It was found that more than 90% of internet traffic comes 

from TCP [40] and  TCP flows are found in several daily 

applications for chat or file transfer. TCP connections 

usually affect normal network functioning because of its 

high resource consumption. TCP carries bursty, 

congestion sensitive traffic and long TCP connections are 

susceptible to several issues such as TCP congestion and 

TCP connection recovery. Short-lived TCP flows spend 

most of its duration in the slow start phase when the 

congestion window is increased by a significant amount 

[19]. However, long-lived TCP flows start in the slow start 

phase, but they spend most of their time in the congestion 

avoidance phase where Additive Increase Multiplicative 
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Decrease (AIMD) congestion control is carried out [18]. 

Aside from TCP, it is important to examine the impact of  

User datagram Protocol (UDP) [41] on adaptive 

streaming. 

UDP is a known competitor with TCP flows since TCP’s 

performance degrades whenever they are competing in the 

same network [28]. This is due to the type of traffic that it 

carries (unresponsive and real-time). UDP is the second 

most popular transport protocol on the internet. Unlike 

TCP, UDP is connectionless and does not guarantee 

delivery of packets through error checking. It is 

connectionless as it does not initiate handshaking to 

establish a secure connection like TCP applications do. 

When data is sent in packets on a UDP connection data 

can be easily lost or duplicated and it does not verify 

whether the packets sent were received at its destination. 

The loss of packets in UDP connections result in errors 

that can spread across several frames causing negative 

effects on user QoE such as frame distortion [23]. 

Often, TCP or UDP flows can be found competing for 

bandwidth at a household router at the same time as an 

adaptive streaming process. If there is a single application 

running on a connection it does not need to overwhelm the 

bottleneck router or drop packets. However, at times 

different applications are simultaneously being used which 

causes competition at the router. Certain applications are 

more bandwidth-intensive than others and as a result there 

is packet loss which causes the quality of some 

applications to decrease [21]. TCP long-lived flows tend 

to increase the competition at the router as each individual 

TCP connection needs to evaluate how it can maximize its 

share of bandwidth. TCP flows causes what is called a 

downward spiral which is a dramatic anomalous drop in 

the video playback rate [33]. During streaming, 

applications usually select a streaming rate and if done 

incorrectly a feedback loop can occur which causes the 

video quality to become very variable and low. Whenever 

a TCP flow is introduced into a network videos tend to 

have a playback rate that is extremely below the 

bandwidth available as TCP flows do not allow a fair 

share of bandwidth [10].  

The work in this paper observes and analyzes the behavior 

of an adaptive streaming player when it is used alongside 

other internet applications. The purpose of this paper is to 

evaluate the effect of TCP long-lived flows [6] on 

adaptive video streaming. The paper will investigate the 

impact that various applications using TCP long-live flows 

have on streaming. Further, it will also test against 

applications using UDP flows. The evaluation will be 

done using live experiments on the TAPAS player [17]. 

The main objective in this paper is to find out whether 

TCP long-lived flows or UDP flows affect adaptive 

streaming more and to emphasize the importance of 

studying transport layer protocols in network congestion.  

In the following sections, the paper is broken down and 

analyzed. In section 2 there is a literature review which 

highlights related work based on the main topics explored 

in this paper. Section 3 explores the methodologies used to 

go about finding the results of experiments. Section 4 

describes the experiments  and gives an in depth write up 

on how tests were carried out. Section 5 and 6 lists the 

results of experiments, analyses, and discusses it. A 

summary of findings, intentions for future work and 

lessons learnt would be found in the conclusion. 

II. LITERATURE REVIEW 

Some applications require the use of TCP or UDP flows to 

communicate and send and receive packets, cf. Table 1. 

These internet flows were chosen mainly because they are 

the most popular types of flows on the internet as they 

make up a majority of the traffic. TCP flows are also 

known to adversely affect video streaming so this 

experiment aims to analyze how much of an impact it can 

have. The experiments in the following sections will be 

using applications such as Skype, YouTube and Video 

Games which all use TCP long lived flows as well as 

Discord which uses UDP flows. 
 

Table 1: Online Applications – TCP and UDP usage 

Application 

 

SLF 

 

LLF 

 

UDP 

BitTorrent  *  * 

Discord    * 

Facebook  

Messenger  

*  * 

Hulu *   

Netflix  * *  

OpenVPN    * 

Pandora  *  

Skype  * * 

UFTP   * 

Viber   * 

Video games  * * 

YouTube  *  

 

Most commercial video games use either TCP or UDP as 

their transport protocol [22]. Massively Multiplayer 

Online Role-Playing Games (MMORPGs) are the most 

popular type of game in the gaming industry [35].  Several 

MMORPGs use the TCP protocol to send packets between 

the client and the server [14]. Despite the protocol being 

used in so many gaming applications, TCP is not the most 

effective transport protocol as there can be a poor user 

experience because of TCP’s need to ensure the delivery 

of packets. Although UDP is a popular transport protocol 

it may be difficult to apply it directly to a game due to its 

unreliable data transfer. The protocol chosen all depends 

of the type of game and the nature of the packets sent. If 

the MMORPG has a lot of kinetics UDP would be the 

suited protocol while games that are slower should use 

TCP [43]. 

YouTube is another popular streaming application that 

uses TCP over HTTP. However, unlike Netflix, a very 

popular DASH application, it uses progressive download. 

The flash video format (FLV) [37] is used for a majority 

of video clips on YouTube. The FLV data stored in the 

packets received is placed in a buffer by the player, the 

buffer then supplies the packets to video data playback. 

The use of TCP connections can result in negative effects 
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such as delay of TCP transmissions and throughput 

degradation. The buffer’s goal is to lessen the delay of 

TCP transmissions and throughput degradation. If TCP 

throughput reduction occurs continuously, this can result 

in a rebuffering event [25]. Aside from the cons of TCP 

usage on YouTube, Bampis states that TCP is very useful 

for this application because it guarantees that packets are 

delivered without loss or error [11]. He goes on to state 

that the only thing that is really affected using TCP is 

video playback. 

Discord is a VoIP application that is used widely in the 

gaming community. UDP is used for voice receiving and 

transferring. Discord documentation explains that after 

voice properties are received from the server a 

handshaking process then takes place [38]. This is done by 

first opening the UDP connection and once the UDP port 

is discovered data can be sent and received. Skype is also 

a VoIP application that is very popular. Korczyinski and 

Duda points out the fact that Skype’s design allows it to 

use both TCP and UDP flows [34]. It uses them to its 

advantage since it can switch between the flows based on 

the restrictions in the network. Skype usually uses TCP to 

make its initial connection. Skype video tend to favor TCP 

as it is very responsive in the presence of congestion [15]. 

Freire, Zivianni and Salles point out that because of the 

mix of protocols it is often difficult to determine the type 

of traffic being used [20]. 

III. METHODOLOGY 

In out simulated environment we us software to generate 

TCP and UDP flows [26]. This mimics the TCP and UDP 

applications described in Section 2. Our set-up is shown in 

Figure 3. We vary the strength of the TCP, UDP or both 

flows during the experiment. For all experiments there are 

two adaptive video streaming players using the 

Conventional player algorithm, see Figure 1. 

 

 

Fig. 1. Network setup. 

A. Scenario 1 

We use TCP LLF flows only. However, during the first 

three minutes of the experiment we allow it to occupy one 

quarter of the bandwidth. Then for the next three minutes 

we allow it to occupy one half of the bandwidth. Finally, 

in the last three minutes of the experiment we allow it to 

occupy three quarters of the bandwidth. This scenario 

mimics a TCP LLF application, see Figure 2. 

 

Fig. 2. Network setup: Scenario 1 

B. Scenario 2 

We use UDP flows only. However, during the first three 

minutes of the experiment we allow it to occupy one 

quarter of the bandwidth. Then for the next three minutes 

we allow it to occupy one half of the bandwidth. Finally, 

in the last three minutes of the experiment we allow it to 

occupy three quarters of the bandwidth. This scenario 

mimics a UDP application, see Figure 3. 

C. Scenario 3 

We use TCP LLF and UDP flows. However, during the 

first three minutes of the experiment we allow them to 

occupy one quarter of the bandwidth (one eighth each). 

Then for the next three minutes we allow them to occupy 

one half of the bandwidth (one quarter each). Finally, in 

the last three minutes of the experiment we allow them to 

occupy three quarters of the bandwidth (three eighth 

each). This scenario mimics an application that use UDP 

and TCP LLF, see Figure 4. 
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Fig. 3. Network setup. Scenario 2 

 

Fig. 4. Network setup. Scenario 3 

IV. EXPERIMENTAL SETUP 

A. Details of DASH-based Experiment Setup 

On the same host system, a virtual network is set up, 

resulting in a bespoke emulation framework. Client 

players, video servers, and a bottleneck link make up our 

configuration. The server is running on a Windows 10 PC. 

All tests are run on a Windows 10 client with an Intel(R) 

Core(TM)i7-5500U processor running at 2.40GHz, 16.00 

GB of physical memory, and an Intel(R) HD Graphics 

processor. It provides video data to clients running an 

Ubuntu operating system on VMware. Physical memory 

for the virtual machine is set to 12GB.  

Ubuntu 15.04 Linux is used to run TAPAS. Figure 5 

shows how the TAPAS Adaptive Video Controller client 

sends various video segment bitrate level requests to the 

Apache server. 

 

Fig. 5. TAPAS player streaming: sequence 

diagram [17] . 

TAPAS enables multi-client scenarios by allowing 

numerous instances of the player to be generated. The 

connection between the adaptive streaming algorithm at 

the controller and the TAPAS player is the focus of this 

research (cf. Figure 6). 

 

Fig. 6. TAPAS adaptive player components 

All communication between clients and servers passes via 

the bottleneck, which is controlled by VMware settings 

that allow bandwidth limitations to be established 

throughout the experiment, as shown in Figure 7. Both the 

HTTP Live Streaming (HLS) and Dynamic Adaptive 

Streaming over HTTP (DASH) formats are supported by 

TAPAS. Scenario 1, 2, and 3 algorithms have been tested 

and proved to function on MPEG-DASH [48], and Apple 

HTTP Live Streaming (HLS). This makes it suitable for 

video-on-demand (VOD) [42] and live streaming [32] 

applications, such as real-time video chats. However, in 

this study article, the MPEG-DASH standard is utilized 

for testing since it makes the trials more comparable to 

those in the literature, for example, [52][8][2]. 

 

Fig. 7. TAPAS adaptive player simulation 

environment 
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The trials were conducted using the ten-minute MPEG-

DASH video sequence "Elephant's Dream"1, which was 

encoded at twenty various bitrates ranging from 46 to 

4200 Kbps and five different resolutions ranging from 

320x240 to 1920x1080 (cf. Table II). The video is 

encoded using the AVC1 codec at 24 frames per second 

(fps) [13]. The duration of the fragment is 2 seconds, and 

it is recorded in the mpd playlist appropriately. The 

Apache server holds all of the DASH files (.m4s 

fragments and.mpd playlists). In the TAPAS controller, 

we used the conventional client-side algorithm. The 

traditional method is enabled by default and serves as a 

benchmark against which alternative algorithms can be 

measured. 

B. QoE Metrics 

When they represent observable technical factors, 

computational media quality models are objective [49].. 

They have access to cumulative technical advancements, 

especially those that have an influence on quality. 

However, the utility of these models is decreased since 

they must be continually verified against fresh viewer test 

results as new parameters are added. The quality of 

experience (QoE) measures how well viewers perform in 

real-world situations. There are numerous methods for 

collecting objective QoE in laboratory and field studies, as 

well as various types of facilities and customer instances. 

A fundamental point is that objective QoE metrics for 

viewer perception and beyond are applicable [29]. This 

extends QoE to the domain of viewing experience. The 

subjective viewer metric, on the other hand, remains an 

important component of the QoE study. As a result, a 

combination of quantitative and subjective QoE 

assessments best expresses the dynamic nature of QoE.  
Within the context of a DASH streaming session, 

accidents in the network path, such as packet failures and 

reordering, reduce TCP efficiency. When this happens, 

video playing is paused until new video data is available. 

This has a negative impact on user-quality-of-experience. 

Many additional factors, such as display uniformity and 

replay smoothness, have an impact on user-QoE [54]. QoE 

is represented by a Mean Opinion Score (MOS) of 1 

(’Bad’) to 5 (’Excellent’) [47]. Subjective or objective 

tests are used to get mean opinion ratings. Quantitative 

measures like the Peak-Signal-to-Noise-Ratio (PSNR) 

[19] and Mean Square Error (MSE) [36] aren't acceptable 

for HTTP video streaming. They solely look at spatial 

video quality. The creation of QoE measuring techniques, 

performance measures, and reporting procedures play a 

significant role in enhancing DASH service delivery. 

Playback smoothness and video fidelity are inextricably 

related from a human perspective when it comes to quality 

of experience (QoE). QoE measurements give various 

aspects for assessing user-perceived QoE [7][12]. During 

streaming, a situation may develop in which the video 

streaming application consumes more data than the 

incoming video bitrates. The margin for playouts is getting 

smaller. However, due to insufficient data in the playout 

buffer, the video eventually pauses enabling playing to 

continue. By underrunning or being low on/empty of the 

needed video segments, stalling inhibits video replay [39].  
The duration of an interruption determines whether or not 

to re-buffer. Viewers will experience prolonged periods of 

pausing and substantial runtime buffering. Viewers prefer 

a situation with a single extended freeze over a streaming 

session with multiple small freezes [53]. As the duration 

of the impairment grows longer, researchers see a decrease 

in average video output. Video stalls, on the other hand, 

are more severe than a decrease in frame rate. They 

discovered that video pauses at odd intervals are weaker 

than those at regular intervals. Variations in bandwidth 

might cause video playback to be interrupted. Packet loss 

due to buffer overruns (buffer is full, therefore packet 

reception results in drops) causes packets to be 

retransmitted, resulting in delays. Viewers are irritated by 

playback interruptions, and delays, such as flashing, have 

detrimental consequences. Moving to an intermediate rate 

is preferred over multiple broad magnitude rate shifts 

before switching to a higher rate, and a continuous rate is 

preferred over switches if the continuous rate is higher 

than the base rate, according to researchers [24]. These 

events should be accounted for when calculating QoE. For 

these objectives, we used three common target QoE 

measures from the adaptive video streaming literature: 

 

i. The aggregate throughput during an experiment 

divided by the available bandwidth in that 

experiment is the utilization metric [4] (cf. 

Equation 1, where is the throughput at time and 

is the experimental available bandwidth).  

 𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =  ∑ 𝑡𝑝𝑖𝑛−1𝑖=0𝑏𝑤                                                         (6)        

 

ii. Unfairness: Let 𝐽𝑎𝑖𝑛𝐹𝑎𝑖𝑟𝑡  be the Jain fairness 
index (cf. Equation 2) computed on the average 
received rates [5], 𝑟𝑖, (cf. Equation 3) at time  𝑡 
over all players. The unfairness at time t is 

defined as √1 − 𝐽𝑎𝑖𝑛𝐹𝑎𝑖𝑟𝑡 . A lower value 

implies a more fair allocation. 
 𝑟𝑖 =  𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑𝑒𝑑 𝑏𝑦𝑡𝑒𝑠𝑡𝑖𝑚𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙                                            (9) 

 𝐽𝐹𝐼=   (∑ 𝑟𝑖𝑛𝑖=1 )2𝑛 ∑ 𝑟𝑖2𝑛𝑖=1                                                            (10) 

 
iii. Instability: The instability [3] for player 𝑖 at time 𝑡 is given in Equation 4, where 𝑤(𝑑)  =  𝑘 – 𝑑 is 

a weight function that puts more weight on more 
recent samples. 𝑘 is selected as 20 seconds. 

 𝐼𝑛𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦=  ∑ |𝑟𝑖,𝑡−𝑑 − 𝑟𝑖,𝑡−𝑑−1| ∗ 𝑤(𝑑)𝑘−1𝑑=0 ∑ 𝑟𝑖,𝑡−𝑑𝑘−1𝑑=0 ∗ 𝑤(𝑑)                (7) 
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C. Videos 

The segment specifications (bitrate and resolution) of one 

test movie (Elephant's Dream) is displayed here, cf. Table 

2. Red Bull Playstreets is the video on the second player. 

Table 2: Elephant’s Dream: Video levels, bitrates and 
resolutions 

Video level  Bitrate (kbps) Resolution 
l0 46.0 320x240 
l1 91.0 320x240 
l2 131.0 320x240 
l3 180.0 480x360 
l4 222.0 480x360 
l5 261.0 480x360 
l6 328.0 480x360 
l7 382.0 480x360 
l8 523.0 854x480 
l9 594.0 854x480 
l10 796.0 1280x720 
l11 1000.0 1280x720 
l12 1200.0 1280x720 
l13 1500.0 1280x720 
l14 2100.0 1920x1080 
l15 2400.0 1920x1080 
l16 3000.0 1920x1080 
l17 3400.0 1920x1080 
l18 3800.0 1920x1080 
l19 4200.0 1920x1080 

V. RESULTS 

The first experiment illustrates two players competing at a 

20Mbps bottleneck link. Table 1 gives the results of 

Scenario 1, see Section 3. As TCP LLF flows increase the 

utilization, unfairness and instability of the two players 

sharing the bottleneck link gets worst, see Table 3. 

Table 3: Scenario 1 – TCP LLF 

Flow % of 

bandwidth 

25% 50% 75% 

Time 0-3 min 3-6 min 6-9 min 

Utilization 0.81 0.75 0.64 

Unfairness 0.008 0.015 0.091 

Instability 0.025 0.037 0.079 

 

The second experiment illustrates two players competing 

at a 20Mbps bottleneck link and stopping or pausing 

during the experiment. Table 2 gives the results of 

Scenario 2, see Section 2. As UDP flows increase the 

utilization, unfairness and instability of the two players 

sharing the bottleneck link gets worst, see Table 4. 

The UDP flow's throughput increases the source rate faster 

than TCP. This is because of the TCP connection's slow 

start phase. Thus, for the first three minutes we observer 

UDP having a more pronounced effect on streaming 

utilization, unfairness and instability, see Table 1 and 2. 

Afterwards, because of the TCP ACKs broadcast in the 

uplink, which impact TCP downlink consumption, UDP 

marginally outperforms TCP consuming more bandwidth. 

Thus, streaming applications competing with UDP flows 

are affected more than TCP LLFs. 

 

 

Table 4: Scenario 2 - UDP 

Flow % of 

bandwidth 

25% 50% 75% 

Time 0-3 min 3-6 min 6-9 min 

Utilization 0.78 0.73 0.61 

Unfairness 0.011 0.018 0.096 

Instability 0.034 0.046 0.086 

 

The third experiment illustrates two players competing at a 

100Mbps bottleneck link with increasing number of 

players up to 20. Table 3 gives the results of Scenario 3, 

see Section 3. As TCP LLF and UDP flows increase the 

utilization, unfairness and instability of the two players 

sharing the bottleneck link gets worst, see Table 5. 

Table 5: Scenario 3: TCP LLF and UDP 

Flow % of 

bandwidth 

25% 50% 75% 

Time 0-3 min 3-6 min 6-9 min 

Utilization 0.77 0.68 0.54 

Unfairness 0.027 0.038 0.105 

Instability 0.037 0.061 0.097 

VI. CONCLUSION 

Transport layer protocols such as TCP and UDP are 

essential in enabling proper function of Internet 

applications. They are used in many gaming, video 

streaming and communication-based applications. These 

are common in household use and usually will involve 

competition at the home router when many family 

members are performing Internet tasks. We investigate 

how TCP long-lived and UDP flows affect shared 

bottleneck video streaming. We develop simulations 

across a shared bottleneck link with video streaming 

applications and TCP or UDP flows. It was found that 

both flows impacted streaming significantly. However, 

UDP was more disruptive to the streaming performance. 

In future work we intend to investigate the performance of 

these flows in 5G networks. 
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