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----------------------------------------------------------------------ABSTRACT----------------------------------------------------------- 

Due to rapid generation of large numbers of integrated medical data from various communities of the world, 

health care systems need to be stored and streamed properly. Heterogeneous data has been scattered from 

different healthcare medical records has various attributes and primarily they are not structured using data 

frameworks.  In this paper we emphasized the various frameworks of big data and its significance in healthcare 

systems. This paper also focuses on the significance of speculative approaches and the streaming process of data 

frameworks. This would be helpful for researchers to analyse and evaluate the characteristics of frameworks with 

respect to network throughput and latency. Selection of nodes for different stages of healthcare is also a 

challenging issue while selecting data frameworks. State of art approaches show the role of big data frameworks 

in other sectors of applications. 
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I. INTRODUCTION 

Today, billions of people are accessing and extracting 

large amounts of data through the internet, social media 

and social networks. Collection of large amounts of 

healthcare data and processing those data is a challenging 

task in various fields. The data are stored and manipulated 
based on the data streaming process. Systematic analysis 

of data and its visualization makes the explosion of hidden 

data. Data analytics makes the explosion of data obtained 

from big data Hadoop frameworks during its evaluation. 

This evaluated data gives significant information about 

healthcare business intelligence. The volume of data 

dictation and its performance analysis is essential for new 

technologies development and innovations. Generation of 

heterogeneous monthly data or half yearly data from 

various companies, hospitals, institutes and forests sectors 

are stored in data nodes of data warehouses, in order to 

improve the performance of data accessing and its 
evaluation [1]. The integration of Internet of Things and 

big data analytics gives powerful strength for customers to 

solve their needs and requirements in various aspects. 

Dynamic processing and big data analysis process of 

healthcare data has been carried out in a systematic way 

by big data analytics frameworks [2].  Millions of data 

transactions have been carried out daily due to fast 

increasing IoT usages in various smart cities. Velocity 

factor is adopted by the author for analysis of big data [3].  

Smart city applications are flooded over today and giving 

a lot of information for real time data. The IoT 
technologies are widely used with Big Data and IoT 

equipment are placed in various fields of cities. In the 

education system, traffic control system, and home 

automations system smart city-based services are used [4]. 

Integration of embedded devices with Metadata depends 

on data accessing performance of Hadoop frameworks. 

Today, the requirement of big data analysis is showing a 

tremendous job in connection with the Internet of Things 

(IoT). The valid requirements can be boosted by various 

types of resources along with big data and IoT. In this 

digital world to process the real time data in smart cities 

most of the industries have to be maintaining their data in 

big data bases. Classification of data can be made more 

effective using Hadoop cluster technology [5]. Author in 

[6] presented the taxonomy of streaming analytics 
frameworks, architecture of a data stream processing 

system. They have addressed challenges of data 

frameworks development and its infrastructure with a 

selection of suitable streaming frameworks. Data can be 

extracted from various media such as sensors, Realtime 

Data Database Management System (RDBMS), social 

communication systems, social networks, weblogs, log 

transactions [7][8]. Figure 1 shows 6V’s of big data 

analytics and streaming of big data nature.  

 
 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 1 Different views of big data analytics 
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Figure 1 shows the different parameters or views of big 

data analytics in real time system. In big data analytics 

value parameter is applicable in clinically appropriate data 

longitudinal studies.  Volume parameter describes high 

throughput technologies continuous monitoring of vital 
signs. Velocity parameter illustrates about high speed 

processing for fast clinical decision support. Increasing 

data generation rate by the health infrastructure. Variety 

parameter related to heterogeneous and unstructured 

medical data sources. It is differences in frequencies and 

taxonomies. Veracity factors discuss unreliable medical 

data quality. Here data coming from uncontrolled 

environments. Variability parameter illustrates serial 

health effects and disease evolution Non deterministic 

models of illness and health.  

II. SPECULATIVE APPROACHES  

A number of speculative approaches can be employed 

to recognize irregularities in vast amounts of data from 

different datasets. The frameworks available for the 

analysis of healthcare data are as follows: 

Predictive Analytics in Healthcare: It is identified as a 

business intelligence approach, since from the past three 

years. The prediction algorithms have been properly 

utilized in machine learning. These methods are supported 

in arranging larger healthcare records using big data 

analytics by including multimedia analytics. In the 
medical field patients may get disturbed by any risk 

factors of unhealthiness.    

Machine Learning in Healthcare: The concept of 

machine learning is very similar to that of data mining, 
both of which scan data to identify patterns. Rather than 

extracting data based on human understanding, as in data 

mining applications, machine learning uses that data to 

improve the program’s understanding. Detection of breast 

cancer survivability using decision trees and remedies for 

depression [9][10]. Heart disease diagnostics using k-

nearest neighbors [11]. Classification of genes and 

detection of diabetes mellitus using support vector 

machine [12][13] Machine learning identifies data patterns 

and then alters the program function accordingly. 

 
Electronic Health Records: EHR represents the most 

widespread health application of big data in healthcare. 

Each patient has his/her own medical records, with details 

that include their medical history, allergies diagnosis, 

symptoms, and lab test results. Patient records are shared 

in both public and private sectors with healthcare 

providers via a secure information system. These files are 

modifiable, in that doctors can make changes over time 

and add new medical test results, without the need for 

paper work or duplication of data. 

III. BIG DATA FRAMEWORKS 

Author in paper [14] has made discussion on Megabyte to 

Gigabyte and Gigabyte to Exabyte concepts with 

transmission of big data with batch processing. They have 

also discussed Hadoop frameworks and presented big data 

challenges. Apache Hadoop is a tool or data framework 

consisting of clusters with data nodes and name nodes 

called Hadoop distributed file systems. MapReduce is 

lying above the Hadoop cluster for transmission of 
mapped information into reduced form of processed data. 

The large volume data has been processed using HDFS. 

Approximately billions of people access the internet, this 

can be supported by Hadoop clusters simultaneously. 

Hadoop cluster uses write once /read many concepts. 

Hence HDFS does not support random writing of data into 

its clustering by the clients. HDFS manages streaming of 

large volumes of data extracted from the hard disk. The 

size of the HDFS block is 64MB or 128MB and does not 

support a direct caching mechanism. Data locality is one 

of the main features of HDFS. Each cluster of HDFS 

consists of NameNode and multiple nodes.  Name node 
maintains the metadata required to store and retrieve the 

actual data from the DataNodes. NameNode never stores 

actual data and is used for transmission. Various big data 

analytics tools are available for handling healthcare 

systems and conceptual architecture illustrates data 

gathering [14]. A medical data processing using ETL tasks 

with MapReduce Java based platform and solutions were 

addressed in [15]. Hadoop with SQL platform is placed 

above the HDFS and it influences the recovery from fault 

tolerance system for RDBMS by providing medical data 

information with flexibility and scalability issues as 
mentioned in [16]. Medical big data analysis has been 

made in [17] and explained about chronical diseases 

monitoring with analytics and visualization tools. Figure 2 

shows the storage platform frameworks used in healthcare 

data processing. 

 
Figure 2: Data Storage of health care data records 

Apache Pig: Apache Pig is one of the available open-

source platforms being used to better analyze big data. Pig 

is an alternative to the MapReduce programming too. First 
developed by the Yahoo web service provider as a 

research project, Pig allows users to develop their own 

user-defined functions and supports many traditional data 

operations such as join, sort, filter, etc.  

Apache Sqoop: It is a simple command line interface 

application. Sqoop is located between Hadoop and 

relational databases. It is used to import the data from 

RDBMS to HDFS of Hadoop and export data from HDFS 

of Hadoop. Sqoop is tested with Microsoft SQL server ie 
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Postgres SQL, MySQL and Oracle. There are two versions 

of Sqoop version 1 and version 2. Sqoop tool can be used 

with Java database connectivity (JDBC). In version 1 

Sqoop extraction of data has been carried out using 

connectors written for specific databases. But version-2 
does not support connectors. In version 1 direct 

transformation of data would carry out between RDBMS 

to Hive and vice versa.  Figure 3 shows general purpose 

executable engine. 
 

Apache Storm: It is one of the open source big data 

essential Hadoop tools used as data framework in dynamic 

systems. Storm makes unbounded streams of data in serial 

fashion. It consists of two clusters namely master node and 

slave node. It is a fast queuing streaming agency. Apache 

storm processes the data stream wise and divides the 

streams if it is necessary for every stage of transmission. 

In storm master nodes are called nimbus and slave nodes 

are called supervisor nodes. For unexpected unrecoverable 

failure, the storm vanishes until it reacts. The supervisor 
nodes find the number of regions it can provide which is 

applicable to clusters. Each supervisor node supervises the 

data process in Hadoop data frameworks, based on the 

number of supervisors allocated regions. Apache storm is 

not enough to make control cluster present state. 

Zoopkeeper solves the communication complexity 

between master node and supervisor node. Figure 2 shows 

the Apache storm architecture. The cardiological 

ambulance control is an emergency communication 

medical system. This real time platform-based stream fault 

tolerance is managed by Apache Storm in big data 
analytics, this concept was described in [18]. 

 
Figure 3: Execution engine platform-based frame works 

Apache Flink: is a big data essential tool used in 

distributed systems. It supports bounded and unbounded 

streams of messages. It works for all common cluster’s 

areas. It is also an open source tool that runs real time 

dynamic data pipelines with billions of values within a 

second by using fault tolerance technique. It never runs 

micro batches.   User sends various job tasks to the job 

manager then it is split into individual tasks. These tasks 

are transferred to slave nodes. Slave calculates statistical 

steps and the same thing is computed. So that distributed 

computation can be carried out. The fault tolerance in 
Flink maintains the status of the job based on results. 

These snaps consist of checkpoints that can return faults 

status if any communication failure takes place. Apache 

Flink is used in batch and stream processing. In distributed 

systems it works for less amount of data latency with more 

fault tolerance. It supports data stream application 

programming interface and dataset interface. The Flink 

works on batch data. Task slot is one of the major parts of 

Flink that acts as an execution resource. These slots are 

allocated in task manager. All the parallel talks are run 
through these slots only. Flink executes parallel tasks. 

Figure 3 shows the architecture of Apache Flink. 

Apache Spark: For the purpose of Big Data 

processing Apache Spark utilized to influence the uniform 

execution graphs. Spark SQL tool is supported by this 

Apache frame Spark. The Big Data analytics and IoT 

based smart city pplications can be viewed by Spark. This 

is an essential tool in memory processing. If scalable 

primary memory is full then Spark can accommodate data 

in the hard disk. It consists of a driver node, a worker node 

and a cluster manager. One of the main parts in Spark is 

Spark context is an entry point. The integration takes place 
in worker nodes. The cluster provides higher bandwidth to 

pass the data packets from driver to worker nodes. The 

performance can be increased by disabling the security 

features of clusters. Figure 4 shows the basic architecture 

of Apache Spark. The author [19] presented Spark based 

MRI scanned data processing applications to store the 

data. Using high speed data stream processing with batch 

interactive strategies. The HDFS based system was 

implemented in order to prevent disk writing. 
 

Apache Flume: This framework extracts the Big Data 

for further evaluation in distributed systems. It integrates 
all the data in the Meta database. It supports data frame 

streaming. Apache Flume is used to collect log data 

present in log files from web servers. It collects the data in 

batch and gives highly available services. Collected data is 

integrated and sent to the central server. Flume collects 

data from various web servers as data generators and 

passes them to channels and stored in the sink. Apache 

Flume supports context routing [20]. Figure 5 shows the 

basic architecture of Apache Flume. The heart disorder 

patients risk prediction and classification can be 

recommended by machine learning techniques with 
Hadoop batch libraries supported by data frame work like 

Apache Mahout as described in[21]. Big data bases like 

Asthma Exacerbations prediction of health care systems 

can be achieved by the Hive database platform of HDFS 

supported systems [22].   

Figure 4 Database platform management frameworks 
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IV. BIG DATA HEALTH CARE DATABASES  

There are various discriminated health care data such as 

social media data, Genomic data sets, Electronic Medical 

Records, medical ontologies data, RNA, DNA data and 

public health datasets. Traditional database system cannot 

handle storage management of large volume of big data of 

health care system. The storage cost of health care data 

can be reduced by utilizing various big data frameworks 

data storage tools. Huge data has heterogeneous nature.  

EMR also called EHR is defined in the beginning health 
analytical data. MRI scanned data base need systematic 

analysis of discrimination of medical information due to 

large volume real time data.  Table 1 shows medical 

analytics using big data analytics benefits. Healthcare data 

uses different streaming of data during loading, extraction 

and transmission. Network parameters like processing 

time, processor utilization time, Latency, throughput, 

execution time, sustainable input rate, execution time, task 

performance, scalability, and fault tolerance. Comparative 

statement of different frameworks has been presented in 

Table 2. From our experiment we can say that Flink work 

best compared to other frameworks. Spark also having 
good performance, among above network parameters. The 

main novelty of this study is to understand the data 

frameworks capabilities, this would be helping the 

researchers to select specific frameworks for health care 

data analysis. Flink yields efficient during measuring of 

processing time, compared to Storm and Spark. 

 

Table 1. Medical analytics using Big data techniques 

 

V. CONCLUSION 
In medical analytics and healthcare systems managing 

huge amounts of data is a challenging task and handling 
critical decisions on the patients is also a difficult job. The 

large set of medical data is accessed in the Hadoop system 

by HDFS and map-reducer which makes accurate 

classification of data. 

 

Table 2. Comparison between performance of frameworks 

 

This paper addresses the speculative approaches of the 

medical healthcare system. Apache Storm supports real 

time processing of medical data with high scalability by 

handling continuous messages until it is ended by users. 

State of art mentioned in this paper highlights the various 

benefits of big data analytics. This review work compares 

the different Hadoop tools in terms of medical analytics. 

Real time health monitoring is influenced by big data 
framework stream processing such as Apache Flink. This 

work helps for various researches for finding enormous 

and enhancement of healthcare data analytics in real time 

life. 
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