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In WEKA preprocess, in this research, we are explaining 

how to explore and analyze the Chronic Kidney related 

data in the Apriori associator. In this algorithm, the 

minimum matrix or confidence value in the association 

rule mining supporter,  confidence number of cycles 

performing the role of preparing Rules. This research is 

carried out by formatting and found ten best rules. The 

rules create x belongs to y attributes; the constant output 

of Apriori is to set the best rules by using its value and 

over caste, and its output shows the rules in the form of 

the model, we can say model rule. Based on rules, 

describe every rule — the class implementing an Apriori 

type algorithm.  During the execution of the Apriori 

algorithm, minimum support 0.75 ( 301 instances), if 

minimum metric <confidence> level is less than 0.9, then 

Rule not suitable to apply further; therefore, this does not 

rule. The association is always on applied data. 

Moreover, Apriori is to applied to Nominal data or 

Binary Data. 

 

Keywords: Data Mining, Clustering, Classification, 

preprocess, Association, Apriori, WEKA 

 

INTRODUCTION 

 

Many computer science techniques of data mining and 

machine learning used to study the influence of various 

parameters and make predictions of the based on 

different data sets. The data mining technique is the 

process of identifying the hidden patterns from large and 

complex data. It may provide a crucial role in decision  
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making for complex not only agriculture but also 

health-related problems. 

 

This research paper experiment was carried out on 

chronic kidney disease patient, Todays chronic kidney 

disease patient in India is increased day today because 

of their lifestyle, homemade food is the best food, 

earlier chronic or acute kidney disease patient is very 

less, and kidney fails growth rate is very less i.e., on 

the basis of different health problem maximum kidney 

problem was increased on the basis of Hypertension, 

and Blood sugar are the kidney patients. Therefore, 

nowadays lots of Nephrologist doctors and Medicine 

Industries is to be used to predict kidney problems of 

patients on the basis of different Machine Learning 

algorithms, many researchers are working on kidney 

patients database, once doctor has predicted the 

leading cause of kidney damage based on Machine 

Learning tools by applying Clustering and 

Classification techniques, once doctor predict the 

cause. Definitely, this will help kidney patients and 

control further damages of the kidney. Data mining 

plays an active role in predicting future kidney-

related health problems. The main intention of the 

Experiment is using the WEKA tool first preprocess 

the data based on Current relation, attributes, selected 

attributes, class, and visualize each and every attribute 

using their Missing value, distinct, type, and unique. 

Similarly, the researcher uses the association Apriori 

algorithm to discover new rules; therefore, this type of 

formed rules and preprocess will help to propose the 

best model with higher accuracy for Clustering and 

Classification of data. 

 

Data Fusion sampling multi-resolution analysis – De-

noising Feature-Extraction Normalization-- 

Dimension reduction - Classification Clustering – 

Visualization Validation   

Data mining is the procedure of using huge data sets 

to infer important hidden knowledge. (fig.1) shows 

that knowledge discovery data mining process is 

divided into seven methods: 

 Data cleaning 

 Data Integration 

 Data Selection 

 Data transformation 

 Data Mining 

 Pattern estimation 

 Knowledge display 

 

 

 

Figure 1: KDD Process in Data Mining 
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Work Flow Diagram: 

 

Figure 2: shows the research work flow 
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Experiment setup:   

The Chronic kidney failure disease dataset has 

collected from standard data set on the dataset 

training database using WEKA to explore the 

application and process and classify the database 

irrespective of their attributes and their class.  On that 

basis, we are getting the exact graphical output based 

on their classification of all 26 attributes of 401 

instances.  

 

Again, we are applying association for discovering 

association rule. These generated rules will give the 

direction for further research as well as the best rule 

for further clustering and classification of data for 

prediction means how to apply relation to chronic 

kidney disease patients based on setting rules and as 

well as based on probability. If the maximum 

probability, choose that rule, if the Minimum metric 

<confidence> level is <= 0.9, then the rule is not to fit 

for applying further. 

1. Data set :  

The clinical data of 401 records considered for analysis 

has taken from the UCI Machine Learning Repository. 

The data obtained after cleaning and removing 

missing values. The data has implemented using 

Rapid Miner Tool. There are 25 attributes in the 

dataset. The numerical attributes include age, blood 

pressure, blood glucose random, blood urea, serum 

creatinine, sodium, potassium, hemoglobin, packaged 

cell volume, WBC count, RBC count. The nominal 

attributes include specific gravity, albumin, sugar, 

RBC, Pus cell, Pus cell clumps, bacteria, hypertension, 

diabetes mellitus, coronary artery disease, appetite, 

pedal edema, anemia and class (CKD and Non-CKD) 

Number of instances: 400, number of attributes: 25 

class ( CKD, Non-CKD)  

Missing attribute value: yes 

Class distribution (63% for CKD and 37% for not 

CKD). 

 

 

 
 

Figure 4: shows the .csv chronic kidney data set 

 

2. Tool used: WEKA is a collection of machine learning algorithms for performing the data mining task. 
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Figure 5: shows the main page of WEKA tool 

Material and Method: 
 
1. Relevant Information: (total No  of  25 Attributes) 

age  - age 

bp  - blood pressure 

sg  - specific gravity 

al  -    albumin 

su  - sugar 

rbc  - red blood cells 

pc  - pus cell 

pcc  - pus cell clumps 

ba  - bacteria 

bgr  - blood glucose random 

bu  - blood urea 

sc  - serum creatinine 

sod  - sodium 

pot  - potassium 

hemo - hemoglobin 

pcv  - packed cell volume 

wc  - white blood cell count 

rc  - red blood cell count 

htn  - hypertension 

dm  - diabetes mellitus 

cad  - coronary artery disease 

appet - appetite 

pe  - pedal edema 

ane  - anemia 

class  - class 

 
1. .Number of Instances:  400 (250 CKD, 150 notckd) 
2. .Number of Attributes: 24 + class = 25 ( 11  numeric , 14  nominal) 
3. Attribute Information : 

 
1. Age(numerical) age in years 
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2. Blood Pressure(numerical)  
  bp in mm/Hg 

3. Specific Gravity(nominal) 
  sg - (1.005,1.010,1.015,1.020,1.025) 

4. Albumin(nominal) 
  al - (0,1,2,3,4,5) 

5. Sugar(nominal) 
  su - (0,1,2,3,4,5) 

6. Red Blood Cells(nominal) 
  rbc - (normal,abnormal) 

7. Pus Cell (nominal) 
  pc - (normal,abnormal) 

8. Pus Cell clumps(nominal) 
  pcc - (present,notpresent) 

9. Bacteria(nominal) 
  ba  - (present,notpresent) 

10. Blood Glucose Random(numerical) 
  bgr in mgs/dl 

11. Blood Urea(numerical) 
  bu in mgs/dl 

12. Serum Creatinine(numerical) 
  sc in mgs/dl 

13. Sodium(numerical) 
  sod in mEq/L 

14. Potassium(numerical) 
  pot in mEq/L 

15. Hemoglobin(numerical) 
  hemo in gms 

16. Packed  Cell Volume(numerical) 
17. White Blood Cell Count(numerical) 

  wc in cells/cumm 
18. Red Blood Cell Count(numerical) 

  rc in millions/cmm 
19. Hypertension(nominal) 

  htn - (yes,no) 
20. Diabetes Mellitus(nominal) 

  dm - (yes,no) 
21. Coronary Artery Disease(nominal) 

  cad - (yes,no) 
22. Appetite(nominal) 

  appet - (good,poor) 
23. Pedal Edema(nominal) 

  pe - (yes,no) 
24. Anemia(nominal) 

  ane - (yes,no) 
25. Class (nominal) 

  class - (ckd,notckd) 
 
5. Missing Attribute Values: Yes(Denoted by "?") 
6. Class Distribution: ( 2 classes) 
Class  Number of instances 
ckd            250 
notckd         150 
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RESULTS AND DISCUSSION: 
 
Preprocess for Classification : 

Relation :- Chronic_kideny_disease  Attributes : 26 

Instances : 401 and  sum of weights : 401 
[1] Attribute : Age Missing : 9(2%) , Distinct : 77,  Type 
: Nominal, , Unique: 17(4%). 

 
 

 

 
 

[2] Attribute : Blood Pressure : 12(3%) , Distinct : 11,  Type : Nominal, , Unique: 4(1%) 

 

 
 

[3] Attribute: Specific Gravity: 47(12%) , Distinct : 6,  Type : Nominal, , Unique: 1(0%) 

 

 
 

[4] Attribute: Albumin: 46(11%) , Distinct : 7,  Type : Nominal, , Unique: 2(0%) 

 

 
 

[5] Attribute: Sugar: 49(12%) , Distinct : 7,  Type : Nominal, , Unique:1(0%) 



 

8 |   National Conference on ―Recent Trends in Mathematical, Physical, Chemical, Library, Life Sciences - 2020 

 

 
ISSN 2322-0015          http://www.irjse.in                                          
 

 
 

[6] Attribute: Red blood cell: 152(38%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 
 

[7] Attribute: Pus Cell: 65(16%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 

 
 

[8] Attribute: Pus Cell clumps: 4(1%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 
[9] Attribute: Bacteria: 4(1%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 



 
Walse et al., 2020           9 

 

 
Int. Res. J. of Science & Engineering, Special Issue A7, February, 2020  

 

 
[10] Attribute: Blood Glucose Random: 44(11%) , Distinct : 147,  Type : Nominal, , Unique:66(16%) 

 
[11] Attribute: Blood Urea: 19(5%) , Distinct : 119,  Type : Nominal, , Unique:56(14%) 

 
[12] Attribute: Serum Creatinine: 17(4%) , Distinct : 85,  Type : Nominal, , Unique:42(10%) 

 
[13] Attribute: Sodium: 87(22%) , Distinct : 35,  Type : Nominal, , Unique:8(2%) 

 
[14] Attribute: Potassium: 88(22%) , Distinct : 41,  Type : Nominal, , Unique:9(2%) 
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[15] Attribute: Hemoglobin: 52(13%) , Distinct : 116,  Type : Nominal, , Unique:29(7%) 

 
 

 

[15] Attribute: Packed Cell Volume: 71(18%) , Distinct : 43,  Type : Nominal, , Unique:9(2%) 

 
[17] Attribute: White Blood Cell Count: 106(26%) , Distinct : 90,  Type : Nominal, , Unique:32(8%) 

 
[18] Attribute: Red Blood Cell Count: 131(33%) , Distinct : 46,  Type : Nominal, , Unique:4(1%) 

 
 

[19] Attribute: Hypertension: 2(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 
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[20] Attribute: Diabetes Mellitus: 2(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 

 
[21] Attribute: Coronary Artery Disease: 2(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 

 
[22] Attribute: Appetite: 1(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 

 
[23] Attribute: Pedal Edema: 1(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 
 

 

[24] Attribute: Anemia: 1(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 
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[25] Attribute: Class: 0(0%) , Distinct : 3,  Type : Nominal, , Unique:1(0%) 

 

 
 

Figure 6: Shows Preprocess datasets of every attributes in graphical format 

 
Figure Shows the performance criteria values. In WEKA, preprocess is one of the option; this is useful for getting 

detail information or statistics based on the data set. In this research, kidney dataset analysis, which contains 400 

rows i.e., instances and 25 attributes, means columns. Here we are getting detail to preprocess steps of all 25 

attributes for 400 instances i.e., for records. The researcher has select every attributes to displays type of 

attributes, the type means Nominal, how many missing values present in the data set for each attribute viz 

instances, how many distinct values are present in the dataset, distinct means different values, if we select 

attribute is shown Nom- in front of attribute- nom means nominal type. If data is numeric and select as an 

attribute, it will show the statistics report in the form of min, max, the mean and standard deviation of Statistics 

and Value. If we select the attribute as Class, it will show label count and weight in the form of true or false or 

yes or no.    

3.1 Analysis: 

Summary of Associate for discovering association rule: 

In WEKA preprocess, in this research, we are explaining how to explore and analyze the Chronic Kidney related 

data in the Apriori associator. In this algorithm, the minimum matrix or confidence value in Association rule 

mining supporter confidence number of cycle performing the role of preparing Rules. This research is carried out 

by formatting and found ten best rules. The rules create x belongs to y attributes; the constant output of Apriori 

is to set the best rules by using its value and over caste, and its output shows the rules in the form of the model, 

we can say model rule. Based on rules, describe every rule.   

During the execution of the Apriori algorithm, minimum support 0.75 ( 301 instances), if minimum metric 

<confidence> level is less than 0.9, then Rule not suitable to apply further; therefore, this does not rule. The 

association is always on applied data. Moreover, Apriori always applied to Nominal data or Binary Data. 
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Figure 7: Shows the Associate Apriori discover Association rule output 

 
 

Figure 8: Shows the Associate Apriori discover Association rule output 

 

=== Run information === 

 

Scheme:       weka.associations.Apriori -N 10 -T 0 -C 0.9 -D 0.05 -U 1.0 -M 0.1 -S -1.0 -c -1 

Relation:     Chronic_Kidney_Disease_P 

Instances:    401 

Attributes:   26 

              Serial No 

              Age 

              Blood Pressure 

              Specific gravity 

              Albumin 

              Sugar 
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              Red Blood cells 

              Pus Cell 

              Pus Cell Clumps 

              Bacteria 

              Blood Glucose Random 

              Blood Urea 

              Serum Creatinine 

              Sodium 

              Potassium 

              Hemoglobin 

              Packed Cell Volume 

              White Blood Cell Count 

              Red Blood Cell Count 

              Hypertension 

              Diabetes Mellitus 

              Coronary Artery Disease 

              Appetite 

              Pedal Edema 

              Anemia 

              Class 

 

 

=== Associator model (full training set) === 

 

 

Apriori 

======= 

 

Minimum support: 0.75 (301 instances) 

Minimum metric <confidence>: 0.9 

Number of cycles performed: 5 

 

Generated sets of large itemsets: 

 

Size of set of large itemsets L(1): 6 

 

Size of set of large itemsets L(2): 9 

 

Size of set of large itemsets L(3): 1 
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Figure 9: Best rules found: 

Best rules found:: 

1. Pus Cell Clumps=notpresent Coronary Artery Disease=no 328 ==> Bacteria=notpresent 319     

<conf:(0.97)> lift:(1.04) lev:(0.03) [13] conv:(2.21) 

 2.    Pus Cell Clumps=notpresent 354 ==> Bacteria=notpresent 342    <conf:(0.97)> lift:(1.04) lev:(0.03)  

       [11] conv:(1.83) 

 3.     Appetite=good 317 ==> Bacteria=notpresent 301    <conf:(0.95)> lift:(1.02) lev:(0.01) [5] conv:(1.26) 

 4.     Pedal Edema=no 323 ==> Bacteria=notpresent 306    <conf:(0.95)> lift:(1.02) lev:(0.01) [4]  

         conv:(1.21) 

 5.    Coronary Artery Disease=no 364 ==> Bacteria=notpresent 344    <conf:(0.95)> lift:(1.01) lev:(0.01)    

        [4] conv:(1.17) 

 6.   Anemia=no 339 ==> Bacteria=notpresent 318    <conf:(0.94)> lift:(1.01) lev:(0) [1] conv:(1.04) 

 7.   Pus Cell Clumps=notpresent Bacteria=notpresent 342 ==> Coronary Artery Disease=no 319     

      <conf:(0.93)> lift:(1.03) lev:(0.02) [8] conv:(1.31) 

 8.   Pedal Edema=no 323 ==> Coronary Artery Disease=no 301    <conf:(0.93)> lift:(1.03) lev:(0.02) [7]   

       conv:(1.3) 

 9.   Bacteria=notpresent Coronary Artery Disease=no 344 ==> Pus Cell Clumps=notpresent 319     

      <conf:(0.93)> lift:(1.05) lev:(0.04) [15] conv:(1.55) 

10.   Pus Cell Clumps=notpresent 354 ==> Coronary Artery Disease=no 328    <conf:(0.93)> lift:(1.02)  

        lev:(0.02) [6] conv:(1.21) 

 

 
 
 
 
In the above best found rule, a total of ten rules are 

found by the Apriori algorithm. Based on research, the 

maximum of the cycle in terms of probability is 

maximum, and less metric confidence is the best rule.  

The class implementing an Apriori-type algorithm 

Iteratively less the less support wherever it finds the 

sufficient bundle  of rules with the given minimum 

confidence  

Class -- Binary class, Missing class values, No class, 

Nominal class Attributes -- Binary attributes, Empty 

nominal attributes, Missing values, Nominal 

attributes, Unary attributes, Additional, Minimum 

number of instances: 1 

CONCLUSION 
 

The Chronic kidney disease data has predicted and 

diagnosed further damage of kidney based on 

prediction of Data mining Machine Learning 

algorithms: In our research work, some of the other 

factors were considered Red Blood Cell count, 

Hypertension, Diabetes Mellitus, Coronary Artery 

Disease, Appetite, Pedal Edema, Anemia, near about 

25 factors. 

 

This research is carried out by formatting and found 

ten best rules. The rules create x belongs to y 

attributes; the primary output of Apriori is to set the 

best rules by using its value and over caste, and its 

output shows the rules in the form of the model, we 

can say model rule. Based on rules, describe every 

rule — the class implementing an Apriori type 

algorithm. During the execution of the Apriori 

algorithm, minimum support 0.75 ( 301 instances), if 

the minimum metric <confidence> level is less than 

0.9, then Rule not suitable to apply further. Therefore 

this does not rule. The association is always on 

applied data. Moreover, Apriori is to applied to 

Nominal data or Binary Data. 
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