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Introduction 

Assessment of the values of general factors at the 

objects of observation. The task of interpreting the 

results of factor analysis at the substantive level is 

usually understood as the task of explaining the 

resulting factors and determining the name of factors 

on the basis of such an explanation. For this, as was 

described in detail above, the unevenness in the 

distribution of factor loads by common factors is 

analyzed [1,2]. 

New possibilities for interpreting the results of 

factor analysis were proposed in geography, where the 

main data for this were data on the distribution of the 

values of estimates of the factors themselves over real 

objects of observation. Moreover, the so-called factor 

weights were usually used as estimates of factors [3]. 

The possibility of using this data for interpretation 

is associated with two circumstances. First, it was 

possible to easily classify the studied objects by factors 

and thereby widely used for interpretation the general 

qualitative ideas about these objects (to compare the 

resulting classification with any known classification). 

Secondly, the obtained values of the factors could be 

superimposed on the map and thereby reveal the 

relationship of factors, for example, with climate, 

mineral distribution and other general geographical 

characteristics. Apparently, something similar can be 

done when analyzing data of a different nature. It is 

important that the wasps of the calculated factors can 

be compared with the axes of some external parameters 

that could explain the results. The present work is 

partially devoted to the solution of these problems [4]. 

 

Mathematical substantiation of the application 

of the method of factor analysis. 

In the general case, the basic model of factor 

analysis does not allow expressing factors through the 

initial parameters precisely, since there are more 

factors in the model than the initial parameters. For this 

reason, the exact formulation of the problem of 

measuring factors is given as the problem of finding the 

best estimate in one sense or another for factors under 

the condition of already known factor loads and 

commonalities [8-11]. 

When describing the method of finding factor 

weights, we will use the following notation introduced 

in the first chapter: F - for the matrix of values of 

general factors on the objects under consideration and 

Y - for the matrix of values of the common parts of all 

parameters on these objects. In this notation we have: 

                    Y′ = 𝐴𝐹′,             (1) 

whence 

     𝐴′𝑌′ = 𝐴′𝐴𝐹′   or    𝐹′ = (𝐴′𝐴)−1𝐴′𝑌′.   (2) 
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 (Hereinafter, as usual, the prime denotes the 

transposition of the matrix). 

Let matrix A be obtained by the method of 

principal factors. Then 

∑ 𝑎𝑗𝑝
2

𝑛

𝑗=1

= 𝜆𝑝;     ∑ 𝑎𝑗𝑝 ∙ 𝑎𝑗𝑞 =

𝑛

𝑗=1

 0 

     (𝑝 ≠ 𝑞),                                     (3) 

where 𝜆𝑝 - eigenvalues of the reduced matrix (R-D2). 

In the matrix form, relations (3) can be written in 

the following form: 

      𝐴′𝐴 = Λ = diag(𝜆1, … , 𝜆𝑚).                         (4) 

Substitute (4) in equation (2): 

                       𝐹′ = 𝜆−1𝐴′𝑌′.                                  (5) 

In practice, the incorrect assumption is often 

made that in (5) hypothetical vectors Y can be replaced 

by empirical vectors Z. As a result of the replacement, 

we obtain: 

        𝐹′ = 𝜆−1𝐴′𝑍′.                                (6) 

These equations make it possible to express F in 

terms of Z, and the more accurate they are, the less 

characteristic the parameters. In the case when the 

characteristics are equal to zero (the method of 

principal factors is transformed into the method of 

principal components), equations (6) are absolutely 

accurate. Estimates of factors determined using 

equations (6) are called factor weights. 

Before the advent of computers, instead of 

equations (6), even more “simple” equations were used 

to determine factor weights: 

    𝐹′ = 𝐴′𝑍′.               (7) 

The factor weights obtained from (7) are auxiliary 

quantities that play the role of estimates of the 

contributions of objects to each of the common factors. 

Geometrically, the factor weight fjp is defined as the 

projection of the object Z defined in the space Z onto 

the auxiliary vectors ap constructed in the same space 

and made up of the factor loads of the factor Fp. 

At present, incorrect equations (6) and (7) are 

used extremely rarely, and to determine factor weights, 

they usually resort to the method of principal 

components, i.e. use the same equation (6), but in 

which 𝐴′ are calculated using the principal component 

method. 

Factors in this case are expressed through the 

initial parameters exactly using the following formula: 

       𝐹𝑝 =
∑ 𝜎𝑖

(𝑝)
𝑧𝑖

𝑛
𝑖=1

√∑ 𝜎𝑖
(𝑝)

𝜎𝑗
(𝑝)

𝑟𝑖𝑗
(𝑝)𝑛

𝑖,𝑗=1

                     (8) 

where ‖𝑟𝑖𝑗
(𝑝)

‖ is the matrix coinciding for 𝑖 ≠ 𝑗 with the 

matrix of residual correlation coefficients obtained at 

the r-th step of applying the centroid method, but as 

𝑟𝑖𝑖
(𝑝)

, the units (𝑟𝑖𝑖
(𝑝)

= 1); (𝜎(𝑝) = {𝜎𝑖
(𝑝)

,   𝑖 = 1, 𝑛̅̅ ̅̅̅} is 

a vector with components modulo equal to unity, which 

is calculated to determine the factor loads on the factor 

Fp. 

 

About the application of automatic 

classification methods. 

The data matrix, as noted above, can be viewed 

either as a set of parameters, or as a set of objects of 

observation. In the first case, the structure of parameter 

relationships is studied, the basis of which is usually 

the matrix of scalar products of normalized columns of 

the data matrix (matrix of correlation coefficients). 

In the second case, the structure of the 

relationships between the objects of observations is 

studied. The matrix of Euclidean distances between the 

row vectors of the data matrix often acts as its basis (the 

element Rij of such a matrix acts as a characteristic of 

the degree of similarity between the i-th and j-th 

objects). 

The purpose of automatic classification methods 

with respect to the matrix of distances between objects 

is quite similar to the purpose of factor analysis 

methods with respect to the matrix of correlation 

coefficients between parameters. It comes down to the 

division of objects of observation into classes in one 

sense or another of close objects. Moreover, just as in 

a factor analysis a group of strongly interconnected 

parameters corresponds to a generalized factor in the 

methods of automatic classification, the class of close 

objects corresponds to the standard of a typical 

representative of the class. 

It should also be noted that the methods of 

automatic classification are as diverse as the methods 

of factor analysis. 

The differences between automatic classification 

methods and factor analysis methods are associated, 

firstly, with the differences between parameter vectors 

and object vectors, which are usually made from 

meaningful judgments. The parameter vector zj can be 

replaced without prejudice to the opposite - zj, while 

replacing the object zi with - zi changes the meaning of 

the object to the opposite. 

Secondly, in the data matrix, as a rule, the number 

of parameters is significantly less than the number of 

objects. The number of the latter in practical cases is 

hundreds, thousands, and sometimes tens of thousands. 

This circumstance necessitated the development of 

special algorithms for solving the automatic 

classification problem that allow one to classify objects 

without resorting to explicit calculation of the distance 

matrix between all possible pairs of objects. Finally, 

thirdly, in contrast to the methods of factor analysis, in 

which the matrix of correlation coefficients takes an 

exceptional place as a form of describing the 

relationships between parameters, in the methods of 

automatic classification, the matrix of Euclidean 

distances is just a particular example of numerous 

matrices of coefficients of similarity between objects. 

As a result, it turned out that the methods of factor 

analysis for the most part are specifically intended for 

the analysis of Gram matrices, which is the matrix of 

correlation coefficients, and the methods of automatic 
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classification are adapted for processing similarity 

matrices of various kinds. 

In order to give a more concrete idea of the 

problem of automatic classification of objects, we 

describe for example how it is formally formulated in 

the framework of the method of potential functions. 

We introduce the elementary proximity function 

between two objects K(x,y), called the potential 

function. For a pair of identical objects, it takes a 

maximum value, and as the difference between the 

compared objects x and y increases, it gradually 

decreases. An example of a family of such functions is 

given by the formula 

𝐾(𝑥, 𝑦) =
𝑎

𝑏 + 𝑐𝑅𝑑(𝑥, 𝑦)
, 

where {a, b, c, d} are arbitrary constants; R(x, y) - 

Euclidean distance between objects. 

Let all the objects in some way already be divided 

into classes. Using the introduced function, the 

proximity (potential) of the j-th object of the r-th 

selected group of objects (r-th class) is determined by 

the sum 

𝐾𝑝(𝑥𝑗) = ∑ 𝐾(𝑥𝑗, 𝑦𝑗)
𝑥𝑖∈𝐴𝑝

𝑖≠𝑗

, 

where the summation is over the entire object of class 

Ap except for the j-th object. 

In these notations, the automatic classification 

problem is formulated as the problem of finding such a 

separation of the entire set of objects {𝑥𝑠,   𝑠 =
1,2, … , 𝑁}  into k classes, in which the weighted 

average density of all classes is maximized, given by 

the sum 

𝑦 = ∑
1

𝑁𝑝(𝑁𝑝 − 1)
             

ℎ

𝑝=1

∑ 𝐾𝑝(𝑥𝑖𝑝)

𝑁𝑝

𝑖=1

, 

where Np - is the number of objects of the r-th class; xip 

- i-the class object. 

The idea of an algorithm that solves this problem 

is as follows. Consider the arbitrary separation of the 

entire set of objects. For some arbitrary division of the 

set of objects into classes, we calculate the value of the 

weighted average density, which we denote by Ist. We 

select some object from the q-th class and place its p-

th class. We calculate the weighted average density of 

the new separation In. If it turns out that Ist> In, then we 

keep the old separation of objects into classes; if it turns 

out that In > Ist, then the object under consideration is 

transferred from the q- the class to the r-th class. After 

that, we take some other object and again check 

whether it is possible to rearrange the selected object 

from one class to another to increase the average 

density of classification, etc. until there is a situation in 

which there is not a single object whose rearrangement 

from one class to another it would be possible to 

increase the average weighted classification density. 

The classification fixed by such a situation is chosen as 

the final one. 

 

About data processing. 

For data processing, a linguistic approach is 

proposed. 

In most studies, until recently, factor analysis 

methods and automatic classification methods were 

used, as a rule, separately: in some, only factor analysis 

methods, in others, only automatic classification 

methods. However, the structural information that 

these methods distinguish differs significantly. When 

applying factor analysis, as a rule, information on the 

composition of groups of strongly related parameters is 

studied, and when applying automatic classification, 

information on the composition of close clusters in the 

distribution of objects is studied. 

The combined use of these methods for 

processing the same data has only recently been 

applied. A new synthetic approach to processing a data 

matrix, in which the results of applying the methods of 

factor analysis and automatic classification were 

interconnected. 

The main idea of this approach is to develop a 

standard scheme for describing all structural 

information that is contained in the matrix in the data 

as a whole. The proposed scheme is extremely simple: 

the data matrix is divided into bands representing 

groups of strongly related parameters, and each strip is 

divided into blocks of objects that are close in one 

sense or another. A conditional image of this circuit is 

given in fig. 1. 

 

 
Fig. 1. Data matrix analysis circuit. 

A1, A2, A3 - groups of parameters, Cij - groups of objects. 
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The implementation of such a data matrix 

analysis scheme can be carried out in many ways. The 

final classification of objects that this scheme gives is 

obtained by the intersection of all classifications built 

for individual bands. The code of each class of such a 

final classification can be considered as a complex 

phrase that serves for objects of this class. This 

complex phrase is composed as an enumeration of 

elementary phrases; an elementary phrase is the answer 

to the question: by which group of parameters and to 

which class the given object belongs. Since such 

answers are usually easily interpreted in meaningful 

terms, the resulting codes make it possible to present in 

a clear form the variety of information in the original 

data matrix. 

The set of received phrase codes can be viewed as 

a kind of data description language. The dictionary of 

this language contains two types of words: the words 

of the first type are the names of the selected groups of 

strongly related parameters (or the corresponding 

factors that often replace these groups in such cases), 

the words of another type are the names of blocks of 

objects that are close (homogeneous) in terms of the 

parameters of a separate group parameter. The main 

role in the framework of this language is played by the 

already mentioned elementary phrases that highlight 

one block of objects from one of the group of 

parameters. With the help of these elementary phrases, 

it is possible to characterize not only the intersection of 

all classifications in all groups of parameters (final 

classification), but also consider any partial 

classification that is the intersection of classifications 

in specially selected groups of parameters. 

It is important to note that most automatic 

classification algorithms are constructed in such a way 

that, along with finding the desired separation of a 

given set of objects, they build a decisive rule by which 

any new object that does not participate in the 

constructed classification can be attributed to one of the 

classes that belong to that class, to which he is closest. 

Using these rules for new objects, you can find out their 

belonging to classes for each selected group of 

parameters. 

 

Conclusions. 

Thus, the generated language is adapted not only 

to characterize the data matrix being studied, but also 

to describe all objects of the type whose representatives 

made up the matrix under consideration. 

The indicated approach to processing a data 

matrix was called linguistic precisely because of the 

ability to consider the processing result as an 

automatically generated language for describing the 

information being studied. 
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