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Abstract: Multi-class classification of sentiments from text data still remains a challenging task to detect the 

sentiments hidden behind the sentences because of the probable existence of multiple meanings for some of the texts 

in the dataset. To overcome this, the proposed rule based modified Convolutional neural network-Global Vectors 

(RCNN-GloVe) and rule-based modified Support Vector Machine - Global Vectors (RSVM-GloVe) were developed 

for classifying the twitter complex sentences at twelve different levels focusing on mixed emotions by targeting 

abstract nouns and adjective emotion words. To execute this, three proposed algorithms were developed such as the 

optimized abstract noun algorithm (OABNA) to identify the abstract noun emotion words, optimized complex 

sentences algorithm (OCSA) to extract all the complex sentences in a tweet precisely and adjective searching algorithm 

(ADJSA) to retrieve all the sentences with adjectives. The results of this study indicates that our proposed RCNN-

GloVe method used in the sentiment analysis was able to classify the mixed emotions accurately from the twitter 

dataset with the highest accuracy level of 92.02% in abstract nouns and 88.93% in adjectives. It is distinctly evident 

from the research that the proposed deep learning model (RCNN-GloVe) had an edge over the machine learning model 

(RSVM-GloVe). 

Keywords: Deep learning, Support vector machine, Fuzzy rules, Natural language processing, Word embedding, 

Convolutional neural network. 

 

 

1. Introduction 

In this era of prominent social networking, people 

are often sharing and expressing their feelings, 

emotions and opinions to the world through social 

networking sites such as Facebook, Twitter, Snapchat, 

Instagram, and Tumbler [1-4]. Among this array of 

social networking applications, Twitter, which is 

widely considered as one of the most popular social 

media networks, has huge amount of social 

interactions happening every day. Statista reports that 

over 500 million tweets being shared everyday across 

the globe [5]. The number of such interactions has 

always been in a rising trend with more and more new 

interactions and users joining this platform as days 

pass by.  These tweets are often expressions of human 

emotions or opinions or strong feelings of the 

situation that occurs in  people's personal lives or in 

society. Emotions are sometimes considered as 

mixed feelings whenever there are combinations of 

two opposite valence being stated in the same 

sentence. In other words, mixed emotions are also 

defined as affective experiences characterized by the 

co-activation of two emotions, usually opposite in 

valence [6]. Mixed emotions are focused on both the 

positive affect, as well as the negative affect which 

express the two opposite affect about the same event 

which can be clearly understood by the presence of 

opposite valences such as happy and sad [6-8], fear 

and happiness [9], disgust and amusement [10] and 

hope and fear [11], pleasure and displeasure [10],  etc. 

An example of mixed emotion sentence is "It is 

extremely a joy to go to Germany, but I am very sad 

to leave my family". Determining whether a sentence 

has both positive and negative emotions is an 

essential part of sentiment analysis (SA) to know 

people’s minds [12]. In our observation, the positive 
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and negative valances in mixed emotion sentences 

are generally of the following two types: 

i. Combination of an abstract noun (happiness 

/ sadness) with verb (like / hate) along with their co-

occurrence words. 

ii. Combination of an adjective (happy / sad) 

with verb along with their co-occurrence words.  

Normally, an abstract noun expresses the 

strongest emotion that cannot be felt by human senses 

[13,14], whereas, an adjective is a description of the 

noun (person / place / object) which also expresses 

the human's emotion to some extent [15]. This aspect 

triggered us thought to evaluate the emotions in the 

sentences focusing on the abstract noun and the 

adjective. Previously, a lot of existing research works 

have followed the Pang et al., [16] methods using 

machine learning (ML) techniques for twitter 

sentiment analysis. Currently, as deep learning (DL) 

is gaining momentum in natural language processing 

(NLP) due to its automatic feature extraction facility, 

and its efficiency in analyzing complex and huge 

datasets, our research focus was inclined towards this 

technique in addition to the existing ML techniques.  

Convolutional neural network (CNN) is one of the 

DL techniques which are mainly used for image 

related research works. But, recently, CNN is also 

being applied in NLP research works which can 

enhance the accuracy of the sentiment classification 

when compared to ML techniques like support vector 

machines (SVM), linear regression, etc., Moreover, 

DL also has the advantage of doing the feature 

extraction and classification jobs as a single task, 

when compared to ML. Our contributions for this 

paper are listed as below: 

i. Creation of complex sentence database by 

using our proposed optimized complex sentences 

algorithm (OCSA) 

ii. Extraction of target sentences (abstract noun, 

adjective emotion word) from the complex sentence 

database by using the proposed optimized abstract 

noun algorithm (OABNA) and adjective searching 

algorithm (ADJSA) respectively. 

iii. Modification of the CNN and SVM by using 

the twelve fuzzy rules to extract the mixed emotion 

sentences from the target sentences database. 

iv. Classification of the extracted mixed 

emotion sentences into multi-classes by using our 

proposed twelve fuzzy rules patterns. 

v. Evaluation of extracted mixed emotion 

sentences by using our proposed models such as rule-

based modified Convolutional neural network-

Global Vectors (RCNN- GloVe) and rule-based 

modified Support Vector Machine - Global Vectors 

(RSVM-GloVe). 

The remainder of this research paper has been 

presented under different sections. Section 2 reports 

on the related works in this area. Section 3 explains 

the research methods, while, section 4 captures the 

results and its discussions. Finally, section 5 

concludes this research work by throwing light on the 

further scope for this study. 

2. Review of literature 

In recent times SA has emerged as an active 

research area for extracting people’s thoughts 

opinions, feelings and behaviours from the user’s text 

data using NLP methods [17].  

Adjectives, nouns and adverbs contribute mainly 

to the SA [15]. In this study on SA, the researchers 

have tested all the different types of POS tags and 

finally concluded that the abstract nouns express 

strong emotions. In this paper, the abstract nouns 

were classified into positive (happiness, joyfulness, 

pleasure, etc.) and negative (fear, hate, worry, etc.) 

abstract nouns.  

In the SA model developed by Loia and Senatore 

[18], Minsky’s conception was used by the 

researchers for finding the emotions and was 

modelled as a fuzzy set. The fuzzy modifier was used 

in this research for tuning the emotions and the study 

focused only on the abstract nouns present in the 

simple sentences using Plutchik’s flower model [19] 

for SA. However, this model could not able to 

perform well for the negative polarities.  

Most of the research work on sentiment 

classification using twitter dataset can be categorized 

with respect to the used supervised methods [20], 

based on training through linear classifiers like 

Random Forest, Naïve Byes, logistic regression, 

Maximum Entropy and Support Vector Machine 

utilizing feature mixtures like a bag of words, Word 

N-grams, Parts of Speech, etc [21]. In another 

research [22] the researchers have used ML 

algorithms to predict the trends in the stock market 

by using SVM and Random Forest Model. SVM 

algorithms were used in most of the previous works 

on aspect level SA [23]. The majority of the SA 

works in Arabic language texts have used lexicons or 

basic ML methods [24]. In research for comparing 

different basic ML techniques, the researchers have 

built Multinomial Naive Bayes, SVM classifiers, and 

Char-level models. The results of this research have 

proved that SVM has performed better when 

compared with other models [25]. In another research, 

the researchers have demonstrated that a hybrid 

approach, with the combination of two ML 

approaches using SVM and the semantic orientation 

proving effective for SA [26]. 
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The experimental results of research [27] where 

the researchers have built a new model called global 

Vector - Deep Convolutional Network have shown 

that the implementation of the binary task for 

classifying the tweet data into positive or negative 

sentiments proved a better approach. In research [3] 

for improving the understanding of the sentiments, to 

reduce the loss of local information and to capture the 

long-term dependencies, the researchers have 

combined the recurrent neural networks (RNN) with 

CNN. Through this approach, the researchers 

obtained better accuracy on several benchmarked 

datasets. In a study [28] where a framework 

developed by jointly combining CNN and RNN on 

top of unsupervised and pre-trained word vectors 

performed well and achieved better classification 

accuracy when compared with several other methods. 

In a multi-class SA research [29], the researchers 

have used an open-source tool named SENTA to 

extract the features for SA, where, they classified a 

set of tweets into 7 different classes. This multi-class 

SA obtained an accuracy of 60.2 percent for the 

twitter dataset. 

From the array of the literature surveyed it was 

observed that there was limited or no SA research 

focusing on mixed emotions from complex sentences 

targeting abstract nouns and adjectives. It was also 

found from our literature review that there are no in-

depth research works on modified models of CNN 

using fuzzy rules for complex sentences. Eventually, 

this has paved way for our study on proposed 

modified RCNN and modified RSVM. 

3. Materials and methods 

The overall architecture of the proposed RCNN 

and RSVM with the GloVe word embedding model 

is presented in Fig. 1. The twitter dataset from the 

sentiment140 project, introduced by Go et al., [30] 

was used for this research. Later, the Natural 

Language Tool Kit [31] was used to pre-process the 

twitter dataset by converting the unstructured data 

into structured data. The pre-processing steps are as 

follows: conversion of the abbreviations to their 

original words, the removal of symbols, unwanted 

characters, words of foreign languages (languages 

other than English), URLs and performing the 

tokenization finally. Then the pre-processed data got 

assigned with the part-of-speech tag to each word by 

using Stanford POS tagger. After the POS tagging, a 

complex sentence database was created by applying 

our proposed OCSA to the tagged data. From this  

 

 
Figure. 1 Architecture of the proposed RCNN and RSVM with GloVe word embedding 
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newly created complex sentence database, the target 

sentences such as abstract noun complex sentences 

and adjective complex sentences were extracted by 

applying the proposed OABNA and ADJSA 

respectively. 

In the case of extracting the abstract noun 

complex sentences, a manually created abstract noun 

database was used for verifying the identified abstract 

noun words extracted by the OABNA through 

mapping, as there was no existing abstract noun 

database available. Whereas, similar mapping for 

verifying the accuracy of extracted adjective complex 

sentences was not exclusively performed as the 

adjectives in the complex sentences get distinctly 

tagged by the Stanford POS tagger itself. Then the 

extracted complex sentences of abstract nouns and 

adjectives were converted into vector values by using 

Global Vectors (GloVe). Finally, the vectorized data 

were subjected to our proposed modified RCNN and 

RSVM for the evaluation of mixed emotions. 

3.1 Dataset  

For the experiment purposes, the Sentiment140-

twitter dataset [32] consists of 1,600,000 sentences, 

created by the graduate students of Stanford 

University was used. Several academic papers and 

research works have been conducted using this 

dataset. As this dataset is very huge, our research 

focused on only 400,000 random sentences from 

1,600,000 sentences. Later, to cleanse the data pre-

processing was done on the randomly selected 

400,000 sentences, then the proposed OCSA got 

applied to it and finally 121,000 complex (sentences 

with conjunctions) sentences were extracted. From 

this, 45,356 complex sentences with abstract nouns 

and 70,361 complex sentences with adjectives were 

obtained and subjected to further classifications by 

using rule-based modified CNN and SVM. Other 

remaining sentences were ignored. Training and 

testing ratios followed were 80% and 20% 

respectively. 

3.2 Proposed optimized complex sentences algorithm 

(OCSA) 

The complex sentences are sentences with 

conjunctions (CC). The proposed algorithm to 

identify the complex sentences (OCSA) can be seen 

in Fig. 2. Initially, in line number 2, the proposed 

OCSA searches the CC POS tag in the twitter 

sentences by leaving all the simple sentences.  In line 

number 3, the complex sentences with multiple 

numbers of CC were also considered by the OCSA 

algorithm for the complex sentence database. In line 

number 3, it searches the conjunction (CC) and also  

Input: Twitter dataset t, Sentences in twitter data is b 

Output : complex sentence CS 

Start 

1. FOR each sentence bi ∈ t  ∀i = 1 to b 

2. IF b == CC THEN  

3. IF (b == CC && 

[((PW(CC)=NN&&NW(CC)=NN) || 

(PW(CC)=V &&NW(CC)=V) || 

(PW(CC)=NN && NW(CC)=PRP) || 

(PW(CC)= ',' &&PW(',')=V/NN&& 

NW(CC)=PRP)  || (PW(CC)=ADJ 

&&NW(CC)=ADJ) || (FW(b)=CC))]) 

THEN 

4. ACCEPT b 

5. STORE in CS_Database 

6. ELSE DISCARD b 

7. END FOR 

End 

Figure. 2 Optimized complex sentences algorithm 

(OCSA) 

 
Table 1. List of the conjunctions 

Types of 

Conjunction 

Examples 

1. Coordinating For, and, nor, but, or, yet, so, ',' 

2. Subordinating Cause & Effect:  Because, 

since, as 

Time:  When, before, after, 

once, until, whenever, since, 

while 

Place: Place, wherever 

Condition: If, unless, in case 

Contrast: Although, though, 

whereas 

3. Correlative Either...or, neither...nor, not 

only...but also, both...and 

 

searches the multiple CC with all the possibilities, 

which is given in line 3, such as, the previous word 

and the next word of conjunction having nouns 

(happiness and joy), etc., This is because, our target 

word may occur in that position and sometimes, 

otherwise, there were possibilities for not considering 

those target complex sentences for our analysis. 

The lists of conjunctions are presented in the 

Table1 and the Table 2 elaborates the notations used 

in this paper in a detailed manner. 

3.3 Proposed optimized abstract noun algorithm 

(OABNA) 

The proposed algorithm (OABNA) for 

identifying the abstract noun words based on the 

location of the word's POS tag from the complex 

sentence database is presented in Fig. 3. Once, the 

extracted complex sentences are fed into the 

optimized abstract noun algorithm as input, it checks 

whether the previous word of conjunction and the last  
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Table 2. List of the notations 

S.No Notations Description 

1. t Tweet Dataset 

2. b Twitter dataset sentences 

3. CS Complex Sentence 

4. DB Database 

5. LW Last Word 

6. NW Next Word 

7. NN Noun Singular 

8. NNS Noun Plural 

9. NNP Proper Noun singular 

10. NNPS Proper Noun Plural 

11. Det Determiner 

12. ADJ Adjective 

13. Adv Adverb 

14. ADJ_DB     Adjective Database 

15 PW Previous Word 

16 CC Conjunction 

17 PRP Preposition 

18 V Verb 

19 ABN_DB Abstract Noun Database 

20 P_ABN Positive Abstract Noun 

21 N_ABN Negative Abstract Noun 

22 P_ADJ Positive Adjective 

23 N_ADJ Negative Adjective 

24 Co_W Co-Occurrence Word 

25 RB Adverb 

26 JJS Adjective Superlative  

27 JJR Adjective Comparative  

28 RBS Adverb Superlative  

29 RBR Adverb Comparative  

30 UH Interjection 

31 P_TRVB Positive_Transitive Verb 

32 N_TRVB Negative_Transitive Verb 

33 CS_Database Complex Sentence Database 

34 FW First Word 

35 ADJ_DB  Adjective Database 

36 ABN_ME_L1 Abstract Noun Mixed 

Emotion Level1 

37 ADJ_ME_L1 Adjective Mixed Emotion 

Level 

 

word of the complex sentences are nouns in line 

number 3. If that is correct or true, then it maps the 

identified nouns with the abstract noun database in 

line number 4. If there is a match, it will extract those 

sentences as the target sentences. Otherwise, it will 

ignore those sentences. Then again as the second 

level of target sentence extraction, in line number 8, 

it checks whether any random word in the complex 

sentences that were fed as input has nouns. Then, it 

checks whether the previous word of any random 

word is a determiner or adjective or adverb, in line 

number 9. Later, in line number 10, it checks whether 

the next word of any random word has an adjective 

or noun or preposition. In line number 11, the 

algorithm verifies whether the conditions from line 8 

to line 10 are true. If it is true, then, it maps identified 

any random word with the abstract noun database in 

line number 12. If there is a match, it will extract 

those sentences as target sentences. Otherwise, the 

sentences will get ignored. 

The example for the CS is:  "It was really an 

irritation to travel on Mumbai roads, but I always 

enjoyed most of the roadside food". The POS tags 

of the above-mentioned sentence are explained below. 

It(Pronoun) was(V) really(Adv) an(Det) 

irritation(NN) to(PRP) travel(V) on(PRP) 

Mumbai(NN) roads(NN) but(CC) I(Pronoun) 

always(Adv) enjoyed(V) most(JJS) of(PRP) 

the(Det) roadside(NN) food(NN). 

 
Input: Complex Sentence CS, twitter dataset t 

Output: Extract all the target (abstract noun) sentences 

Start 

1. FOR each sentences CSi∈ t  ∀ i=1 to CS 

2.      CC = conjunction,  

   // Conduct the abstract noun searching task on CS 

// 

3.    IF the previous word of the CC or the last word 

of CS is equal to  

              NNP or NN or NNPS or NNS THEN 

4. SEARCH availability of the previous word of CC 

or last word of  

              CS is in abstract noun database THEN 

5.    IF 3rd and 4th steps are true THEN 

6. ACCEPT CS as the target sentence 

7.    ELSE DISCARD CS 

8.     IF any random word from CS is equal to NNP 

or NN or NNPS or NNS THEN  

9.     IF the previous word of any random word of CS 

is equal to Det or ADJ or Adv THEN 

10.     IF the next word of any random word of CS is 

equal to ADJ or NN or PRP THEN 

11.     IF 8th to 10th steps are true THEN 

12.         SEARCH  any random (abstract noun) word 

is in the abstract noun database  THEN 

13.         ACCEPT CS as the target sentence 

14. ELSE DISCARD CS 

15.  END FOR 

End 

Figure. 3 Optimized abstract noun algorithm (OABNA) 
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3.4 The proposed adjective searching algorithm 

(ADJSA) 

The proposed algorithm (ADJSA) to identify and 

extract the complex sentences with adjectives (ADJ) 

through the POS tags in the complex sentences is 

presented in Fig. 4. The extracted CS from OCSA 

algorithm was fed into the ADJSA for searching the 

target sentences with an adjective (ADJ) POS tag. 

Later the searched target sentences get stored in the 

database, else the data gets discarded. 

3.5 Fuzzy rule based modified CNN 

The proposed RCNN classifies separately the 

abstract noun and adjective complex sentences from 

the twitter dataset into twelve different levels. In 

RCNN, GloVe (Stanford) is global vector for word 

representation which is used to convert all the words 

into vectors for word embedding. Let 𝑄 ∈ 𝑅𝑠×|𝑉| is 

a word vector table generated by GloVe, where R and 

s denote the word vector and vector dimensions. Here, 

V indicates a vocabulary size. The new feature vector 

𝑣 is generated when each word from the pre-

processed twitter dataset is mapped with the word 

embedding vector 𝑘𝑖 ∈  𝑅𝑠 Where, 𝑘  is each word 

and ⊕ is the concatenation operator. The new feature 

vector is: 

 

𝑣 = 𝑘1  ⊕ 𝑘2 ⊕  𝑘3,……  ⊕  𝑘𝑛          (1) 

 

 

A new feature vector gi is produced by the sliding 

window of length p. Then the input matrix is: 

 

𝑔𝑖 = 𝑓 (𝑈. 𝑣𝑖:𝑖+𝑝−1 +  𝑧𝑖)                 (2) 

 

Where, 𝑣𝑖:𝑖+𝑝−1 is the local vector from 𝑖 to 𝑖 + 𝑝 −

1, 𝑈 and 𝑧𝑖 are the transition matrix and the bias term 

respectively, generated within the convolutional for 

each filter. Here, 𝑓 is a rectified linear units (ReLu) 

and activation function in CNN. Next, the 

computation procedure is started to generate the new 

feature vector (𝑔) in the convolution section. The new 

feature vector is as follows: 

 

𝑔 = 𝑔1, 𝑔2, … . . 𝑔𝑠−𝑝−1                     (3) 

 

In this work, the K-max pooling is needed to specify 

the fixed size of the output matrix for the 

classification which follows after the convolutional 

layer. Here, a max operation is needed to apply on 

each resulted filter in the convolutional layer, utilised 

on the feature vector to increases the speed of the 

computational tasks. 

Figure. 4 Adjective searching algorithm (ADJSA) 
 

Now, the K-max pooling was applied to the new 

feature vector g on each filter in the convolutional 

layer. The newly generated output vector 𝑣′for k-max 

pooling is as follows: 

 

𝑣′ = 𝑚𝑎𝑥  {𝑔1, 𝑔2 … … 𝑔𝑠−𝑝−1}        (4) 

 

The final layer is the softmax layer which receives 

feature vector as the input to build the text classifier. 

The softmax layer classifies the output values into 

twelve levels of classes for adjective and abstract 

noun target sentences by using the softmax layer. The 

softmax function is given below: 

 

𝑝 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑈𝑣′ +  𝑧𝑖)                 (5) 

 

Where p is the output vector of the softmax layer. In 

this layer, the dropout is used during the training 

period, which helps to regularize the network layers, 

remove the entire random layer along with its 

connection and correct its faults from the prior layers. 

3.6 Fuzzy rule based modified SVM 

SVM is a popular ML algorithm which got 

trained to obtain a word vector by using GloVe word 

embedding for each sentence in the twitter dataset. 

Then, the word vector of all the sentences got fed into 

our proposed model of RSVM-GloVe and trained for 

classifying the twitter dataset as into twelve levels of 

abstract noun and adjective set of sentences. In our 

proposed RSVM-GloVe model, the radial basis 

function (RBF) kernel has been used for handling the 

non-linear problems. The features such as bigram, 

ngram, text vector features, polarity features for 

sentiment words were applied and experimented on 

the RSVM-GloVe with RBF kernel.  

3.7 Fuzzy rules 

The fuzzy rules used for this research work are 

presented in this section below. In our research work, 

Input: Complex Sentences CS, twitter dataset t 

Output: Sentences with target (adjective) emotion 

word 

 

Start 

1. FOR each sentence CSi∈ t, ∀i=1 to CS 

2. IF CS == ADJ THEN 

3. ACCEPT CS 

4. STORE in ADJ_DB  // Adjective  Database // 

5. ELSE DISCARD CS 

6. END FOR 

End 
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the mixed emotion tweet sentences were categorized 

into twelve levels using fuzzy rules. All the rules 

listed below (Table 3) were combined with the DL 

and ML techniques to extract and detect the mixed 

emotions from the targeted complex sentences of 

abstract nouns and adjectives. In the rules, the two 

types of verbs have been used such as transitive and 

intransitive verbs. A transitive verb is directly 

connected to the noun (person, object) which tells the 

human mind more than the intransitive verb, which is 

not directly connected to the noun. So the transitive 

verbs are placed before the intransitive verb in the 

fuzzy rules. The transitive verbs can be identified 

based on the following patterns (Verb + Noun / 

(Preposition / Determiner + Noun)) and the 

remaining is considered as intransitive verbs. 

Generally, transitive verbs will come along with the 

modal verbs (can, could, would, must, etc.,) and 

intransitive verbs will come along with the auxiliary 

verbs (is, was, did, etc.). Modal verbs usually 

describe the ability of the person and hence it is 

placed before the auxiliary verbs along with its co-

occurrence words in the fuzzy rules. Among the 

twelve rules proposed, the first four rules are the 

mixed emotion patterns without negation words such 

as Not, No, and Never. The remaining rules from rule 

5 to rule 12 are the mixed emotions with the negation 

words Not, No and Never. 

 
Table 3. Fuzzy rules 

No Rules Levels 

1 Target(P_ABN/P_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

Target(N_TRVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L1/ 

ADJ_ME_L1 

2 Target(N_ABN/N_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

Target(P_TRVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L2/ 

ADJ_ME_L2 

3 Target(P_ABN/P_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

Target(N_INVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L3/ 

ADJ_ME_L3 

4 Target(N_ABN/N_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

Target(P_INVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L4/ 

ADJ_ME_L4 

5 Target(P_ABN/P_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

ABN_ME_L5/ 

ADJ_ME_L5 

RBS v RBR v UH) ʌ 

(Modal+not)  

Target(N_TRVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

6 Target(P_ABN/P_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Auxiliary+not) 

Target(N_TRVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L6/ 

ADJ_ME_L6 

7 Target(N_ABN/N_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Modal+not) 

Target(P_TRVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L7/ 

ADJ_ME_L7 

8 Target(N_ABN/N_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Auxiliary+not) 

Target(P_TRVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L8/ 

ADJ_ME_L8 

9 Target(P_ABN/P_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Modal+not) 

Target(N_INVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L9/ 

ADJ_ME_L9 

10 Target(P_ABN/P_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Auxiliary+not) 

Target(N_INVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L10

/ 

ADJ_ME_L10 

11 Target(N_ABN/N_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Modal+not) 

Target(P_INVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L11

/ 

ADJ_ME_L11 

12 Target(N_ABN/N_ADJ) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) ʌ 

(Auxiliary+not) 

Target(P_INVB) ʌ 

Co_W(RB v JJS v JJR v 

RBS v RBR v UH) 

ABN_ME_L12

/ 

ADJ_ME_L12 

*L1 to L12 denotes the level1 to level12. 

3.8 Experiment setup 

The hyper parameters namely learning rate, batch 

size, epochs, dropout, word embedding were used in 
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the proposed RCNN-GloVe model. Here, the GloVe 

word embedding dimensions were 300, two 

convolutional layers with the ReLu activation 

function, pooling layer was used for reducing the 

dimensionality on the features of filter to build the 

final feature with the two k-max pooling tasks. The 

dropout layer got included before the fully connected 

layer and the dropout rate for regularization was 0.5. 

The batch size of 10 with 10 epochs and a learning 

rate of 0.001 was used in CNN. Another proposed 

ML model of RSVM with GloVe was used as the 

comparative model for our research work. In this, the 

SVM-RBF classifier was used with the C value of 1 

and the gamma value of 0.0. 10-fold cross-validation  

was used for training the data for both the RCNN-

GloVe and RSVM-GloVe models since it performed 

best. Sparse-categorical-cross entropy loss function 

was used for the loss function and the optimizer was 

adam. 

4. Result and discussion 

Classifying the tweet remains a difficult task in 

SA. Many researchers have tried for multi-class 

classification; however, it remains a perplexing task 

in most of the cases by throwing lot of challenges [29]. 

In reference to this research work classifying the 

tweets into multi-class classifications for complex 

sentences with mixed emotions, targeting the abstract 

nouns and adjective words do posed a considerable 

amount of challenging tasks. To resolve this problem, 

the proposed RCNN-GloVe and RSVM-GloVe were 

developed. To measure the effectiveness of our 

approach, the performance metrics Accuracy, 

Precision, Recall, F-measure were measured by using 

the below-mentioned equation: 

• Precision = True Positive / (True Positive + 

False Positive) 

• Recall = True Positive / (True Positive + 

False Negative) 

• F-Measure = 2 × [(Precision × Recall) / 

(Precision + Recall)] 

• Accuracy = (Number of correct predictions / 

Total number of predictions) 
Our proposed models have classified the tweet 

sentences into twelve classes (Levels) for abstract 

nouns and adjective sets of sentences separately 

which are as elaborated in section 3. The accuracy of 

the classification is presented in Tables 4 and 5. From 

the results, it was observed that RCNN-GloVe got 

better results of accuracy, precision, recall and F-

measure when compared with the other proposed 

rule-based modified RSVM-GloVe model when 

tested using the sentiment 140 twitter dataset.  

In general, finding the emotions from the text is 

not a difficult task, which can either be positive 

emotions or negative emotions. But in the case of 

mixed emotions, there will be a combination of two 

opposite emotions at the same time [6].  Identifying 

the mixed emotions from the text data is a 

challenging one because of the presence of opposite 

valenced emotions, position of the negation 

words(such as no, not, never, etc.) and the presence 

of negative emotion words with the negation words. 

Our proposed rule-based models have overcome 

these challenges in identifying the mixed emotions 

from the twitter dataset and has achieved good results. 

Initially, the proposed fuzzy rules were applied to the 

RSVM classifier with word2vec, which resulted in 

very low levels of accuracy. This was because the 

word2vec model does not have any explicit global or  

Table 4. The performance of the proposed RSVM-GloVe model for abstract and adjective set of mixed emotions from 

twitter data 

ME 

Levels 

Rule based modified SVM for ABN set of 

sentences 

Rule based modified SVM for ADJ set of sentences 

Acc P R F-measure Acc P R F- measure 

L1 98.11 90.18 90.54 90.36 93.15 86.81 87.10 86.95 

L2 97.92 91.16 89.94 90.54 87.24 87.83 87.47 87.65 

L3 97.61 90.67 90.27 90.47 87.72 88.74 87.76 88.25 

L4 90.67 85.00 88.40 86.67 89.73 81.39 84.68 83.00 

L5 87.72 87.46 87.46 87.46 85.56 83.67 84.38 84.02 

L6 85.61 89.13 86.84 87.97 85.61 85.84 86.64 86.24 

L7 87.14 84.70 88.42 86.52 78.57 83.59 84.06 83.82 

L8 71.43 85.58 83.47 84.51 74.86 83.63 82.52 83.07 

L9 76.53 85.47 86.90 86.18 82.49 83.80 86.87 85.31 

L10 88.01 86.33 85.62 85.98 85.06 80.08 85.32 82.62 

L11 84.58 88.58 88.34 88.46 84.58 87.02 83.15 85.04 

L12 89.55 89.73 87.42 88.56 85.68 88.41 80.37 84.20 

Avg 87.91 87.83 87.80 87.81 85.02 85.07 85.03 85.01 
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holistic information embedded in it by default. In our 

work, word embedding for abstract noun was 

performed using GloVe, which creates a global co-

occurrence matrix by estimating the probability of a 

given word that will co-occur with other words. So, 

RSVM-GloVe produced better accuracy than the 

RSVM-Word2vec. 

This led us to tune our RSVM parameters with the 

inclusion of GloVe in addition. This has resulted in a 

considerable increase in the overall accuracy level 

(87.91% in abstract nouns and 85.02% in adjectives). 

Later, when the result of rule-based RSVM-GloVe 

model was compared with rule-based RCNN-GloVe 

model, it was found that the later model achieved 

fairly higher and better overall accuracy (92.02% in 

abstract nouns and 88.93% in adjectives). Proposed 

RCNN-GloVe achieved an increased accuracy of 

4.11% and 3.91% for abstract noun sentence 

classification and adjective sentence classification 

respectively when compared to our proposed RSVM-

GloVe model. The same trend was observed for other 

parameters like Precision, Recall and F- measure, 

where the proposed RCNN-GloVe model has 

distinctly outperformed the other proposed model of 

RSVM-GloVe. On the other hand, it was also 

observed that the accuracy rate in the first four levels 

of classification in both the proposed models got 

increased when compared to the other levels of 

classification (Level 5 to 12) this might be due to the 

factors like negation, misclassification. 

Fig. 5 to Fig. 8 indicates the sparse-categorical-

cross entropy loss function used in Keras for multi-

class classification of RCNN-GloVe and RSVM-

GloVe models for abstract noun complex sentences 

and adjective complex sentences.  While comparing 

the performance of the two models, it was found that 

our RCNN-GloVe model has outperformed over our 

RSVM-GloVe model. 

Table 6 compares the performance of our best 

performed proposed model (RCNN-GloVe) with the 

recent existing works. It could be inferred from this 

that our proposed model has performed better by 

registering higher accuracy levels (92.02% in abstract 

nouns and 88.93% in adjectives) when compared 

with the results from other studies. This could be 

mainly due to the use of fuzzy rule- based methods 

and multi-class classification along with CNN 

techniques. Similar findings were also made in 

another research that using of rule-based method 

along with CNN can improve the accuracy level [17]. 

On the other hand, the POS tag used in our research 

could not able to specifically differentiate between 

the abstract nouns and the other nouns in a correct 

way, which caused some misclassification, the same 

was also opined in other researches [17] as well. The 

use of optimized abstract noun algorithm in our 

proposed works could able to overcome this issue and 

enabled our proposed model to produce a better 

accuracy level. 

 

Figure. 5 RCNN-GloVe (abstract noun) loss  

Table 5. The performance of the proposed RCNN-GloVe model for abstract and adjective set of mixed emotions 

from twitter data 

ME 

Levels 

Rule based modified CNN for ABN set of 

sentences 

Rule based modified CNN for ADJ set of sentences 

Acc P R F- measure Acc P R F- measure 

L1 99.43 93.14 92.43 92.79 98.11 90.80 91.04 90.92 

L2 97.77 91.32 92.79 92.05 97.73 91.71 91.51 91.61 

L3 99.33 92.53 94.24 93.38 99.33 90.64 91.85 91.24 

L4 94.58 92.06 92.26 92.16 93.03 87.67 90.13 88.89 

L5 93.15 94.42 91.36 92.87 94.13 89.53 90.39 89.96 

L6 85.61 92.57 89.87 91.20 83.90 91.34 86.41 88.80 

L7 87.14 91.75 90.90 91.32 88.85 86.37 89.04 87.68 

L8 92.01 90.87 91.74 91.31 71.43 82.97 86.96 84.92 

L9 90.24 90.28 92.76 91.50 76.53 84.98 89.16 87.02 

L10 90.67 90.92 89.84 90.38 90.51 91.52 85.83 88.58 

L11 84.58 91.18 92.35 91.76 84.46 88.57 85.17 86.83 

L12 89.73 93.16 93.48 93.32 89.18 89.69 88.79 89.24 

Avg 92.02 92.02 92.00 92.00 88.93 88.82 88.86 88.81 
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Figure. 6 RCNN-GloVe (adjective) loss 
 

Figure. 7 RSVM-GloVe (abstract noun) loss 
 

Figure. 8 RSVM-GloVe (adjective) loss 
 

Table 6. Comparison of RCNN-GloVe with the other 

existing models on twitter dataset. 

S.N

o 

Journal Paper Rule 

based 

method 

Multi-class 

classificatio

n 

CN

N 

Accuracy 

% 

1 [17] ✓  ✓ 87.00 

2 [27]   ✓ 87.62 

3 [29]  ✓  60.20 

4 RCNN-

GloVe 

(Abstract 

Noun) 

✓ ✓ ✓ 
 

92.02 

5 RCNN-

GloVe 

(Adjective) 

✓ ✓ ✓ 88.93 

5. Conclusion 

Most of the existing works on SA in DL and ML 

techniques focused on binary and ternary 

classification. There are only limited works done so 

far by using multi-class classification. Hence our 

research focuses revolved around multi-class 

classification using DL and ML techniques namely, 

RCNN-GloVe and RSVM-GloVe for SA focusing on 

mixed emotions targeting abstract nouns and 

adjectives in twitter dataset. To perform this research, 

the three proposed algorithms were developed such 

as the proposed optimized complex sentences 

algorithm to extract all the complex sentences in a 

tweet precisely, optimized abstract noun algorithm to 

identify the abstract noun emotion words and 

adjective searching algorithm to retrieve all the 

sentences with adjectives. From our study, it is 

distinctly evident that the proposed rule-based CNN 

model with GloVe word embedding had an edge over 

the proposed SVM model with GloVe word 

embedding and also over other latest existing models 

with the highest accuracy level of 92.02% in abstract 

nouns and 88.93% in adjectives. In future works, 

these proposed models can be trained in various other 

domains like business research, advertising, medical 

management, etc. On the other hand, though this 

research has successfully demonstrated the multi-

class classification of mixed emotions targeting 

abstract nouns and adjectives with fairly higher levels 

of accuracy, it could not able to quantify the emotions 

at different levels. Therefore, this has opened the 

doors to explore the possibilities of quantifying the 

emotions as a way forward for the forthcoming 

researches. 
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