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----------------------------------------------------------------------ABSTRACT----------------------------------------------------------- 

The text topic analysis is the core element of the comprehensive review of clothing products, which can directly 

understand the views and consumption trends of consumer groups, taking a brand clothing store in JD.com as the 

research object, by using Python crawler and HANLP natural language processing technology, seven of the 

top-selling fashion reviews were classified and analyzed. Word frequency statistics, TF-IDF and other methods 

were used to quantify the text, this paper uses the visualization techniques such as word cloud graph contrast, 

pyLDAvis dynamic model and Sankey graph to display customers’ attention points and real shopping needs from 

various angles. The experimental results show that the visual results of online review research based on the theme 

model of Lda can clearly show the advantages and disadvantages of customer-centered evaluation and clothing, 

and provide important reference for merchants to improve decision-making and optimize service. 

Keywords: Clothing Review; Natural Language Processing; Topic Mining; Visualization 

------------------------------------------------------------------------------------------------------- ------------------------------------------- 

Date of Submission: Nov 12, 2020               Date of Acceptance: Nov 23, 2020  

---------------------------------------------------------------------------------------------------------------------------- ---------------------- 

I. INTRODUCTION 

  In recent years, online shopping marketing methods 

have emerged one after another, from winning with quality 

to being the king of low prices, or providing good service 

to attract customers, etc. but how to capture the real 

demand of consumers is the key that every business is 

looking for. One of the main factors affecting the purchase 

of mall products by Internet users is the evaluation of its 

products by other Internet users. In particular, to purchase 

products with relatively high prices, netizens need 

information channels and platforms that can truly 

understand the actual situation of the products at this time. 

Only when consumers communicate with consumers face 

to face will consumer vigilance be lowered to the 

minimum, even direct unconscious consumption into 

active consumption. Therefore, strengthening the 

construction of information visualization is a new 

direction of e commerce. 

In the current research on the visual analysis of online 

shopping reviews, Chen Huan [1] and others combined 

LDA with Self-Attention’s short-text sentiment 

classification method to cluster the same topic in Galway 

vector space, using Self-Attention for dynamic weight 

assignment and classification, Liang Jiye [2] and others 

can achieve better short text clustering results by using the 

distributed representation of BTPV model to represent the 

more common distributed Vector quantization models 
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word2vec and Paragraph Vector, thus, the advantages of 

the model for short-text analysis are shown. Wu Fan and 

others can use the deep learning method to effectively 

improve the performance of emotion analysis and online 

comment quality detection based on the joint model of 

user and product expression Guoxian DA, Amjad Osmani, 

and others have introduced a new PADSLDA model for 

affective analysis of semantic relationships between words 

in text, which is based on Gaussian LDA’s research on 

topic mining for online reviews. 

This paper starts with the shopping review text, uses 

the word segmentation tool and LDA algorithm to model 

the consumer reviews into a topic model, and presents the 

results using visualization technology, then, we can find 

out the problems according to the result of the analysis, 

and provide important reference for the business to 

improve the decision-making and optimize the service. 

 

II. WORK IN ADVANCE 

2.1 Overall thinking 

 

The whole experimental idea of this paper is shown in 

figure 1. 

 

Figure 1. Flow chart of the experiment 

 
The detailed research steps are as follows: 

(1) Using python to write a crawler program to 

crawl the brand clothing on jd.com. Under the clothing of 

short-sleeved, shirt, hoodie, trousers, shorts, jacket, 

cotton-padded clothes, comments crawling under seven 

clothing comments, data including comments text, 

comments score, comments rate. 

(2) The crawling data is cleaned and reprocessed, 

the HANLP segmentation module is called by Python, the 

stop-word list is loaded, the TF-IDF is quantified, and the 

confusion degree is calculated to get the best number of 

topics. 

(3) Using Gensim module in Python to build the 

interface of LDA model, by debugging the optimal number 

of topics, constructing word bag to determine the theme 

and carry on the theme analysis, drawing the Sankey flow 

chart to visualize the experimental results. 

 

2.2 Data Crawling 

Before the experiment begins, the comment text [6] 

needs to be crawled. Go to the JD.com shopping mall, 

select the comment page and crawl the comments under 

short-sleeved, shirt, hoodie, trousers, shorts, jacket and 

cotton-padded clothes, totaling 23,000, the data that does 

not accord with the requirement basically is to have 

incomplete data, wrong data, duplicate data 3 big kinds. 

There are 21,263 valid data items for the spaces in the 

comments 

Table 1. Crawling summary of comment information 

Costume Number of 

evaluations 

Good 

ratings 

Mean 

Score 

Valid 

data 

Short sleeves 4101 97% 4.8 3894 

Shirt 2654 98% 4.9 2391 

Hoodie 3321 97% 4.9 3056 

Long Pants 2576 96% 4.8 2275 

Shorts 3689 98% 4.7 3446 

Jacket 1268 98% 4.6 1108 

Cotton-padded 

clothes 

5391 97% 4.9 5093 

Total 23000   21263 
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Ⅲ.  DATA PROCESSING  

3.1 Stop words 

The comments will be organized by the use of the 

segment module Hanlp segmentation module, note that the 

segmentation results will appear many meaningless words, 

so also to load the Stop Word List for the first time to 

remove the meaningless words, this can reduce the impact 

of follow-up experiments, improve the accuracy. This is a 

custom stop list, available on. CN. On the basis of txt, 

through the addition of stop words to change the nonsense 

words screening. 

The effect of nonsense words on the whole can be 

seen clearly in the comparison between the non-stop 

words in figure 2 and the Stop Words in figure 2. After 

cutting out the stop words, the general words of good and 

good are removed, and the small but important words, 

such as comfort, fit, fabric, and so on, are retained. 

 

Figure 2. Non Eliminate stop words 

 

Figure 3. Eliminate stop words 

 

3.2 TF-IDF Algorithm 

The use of stop words can help remove most of the 

nonsense words, and the use of word clouds to show 

contrast can make a significant difference, but for a 

significant but infrequent keyword [9] , the word cloud is 

not well displayed, or even overwritten, so TF-IDF, a 

statistics-based Term Frequency-in-Frequency algorithm, 

TF is Term, and IDF is the Inverse Document Frequency. 

To calculate the rarity of a word, the importance of a word 

is not only proportional to its frequency in the document, 

but inversely proportional to the document containing it. 

The more documents that contain this term, the broader it 

is and the less distinctive it is. In actual use, TF is 

calculated by a common expression (1.1) , where nij 

denotes the frequency of the word I in document j, but 

only frequency, and a more straightforward expression is 

TF (word) = (number of times word appears in 

document)/(total number of words in document) TF = 𝑛𝑖𝑗∑ 𝑛𝑘𝑗𝑘                 (1.1) 

The commonly used formula for IDF is (1.2) , | D | is 

the total number of documents in the document set, | Di | is 

the number of documents in which the word I appears in 

the document set. The denominator plus 1 is adopted 

Pierre-Simon Laplace smoothing to avoid the situation that 

some new words do not appear in the Corpus and result in 

zero denominator, which increases the robustness of the 

algorithm.   IDF = log |𝐷||{1+𝐷𝑗}|           (1.2)    

 
TF-IDF Algorithm is the integrated use of TF Algorithm 

and IDF Algorithm, can be by two combinations, 

multiplication or division, after a lot of theoretical 

derivation and experimental research, the discovery 

formula (5.3) of the more effective way of calculation. TF− IDF(t, d)= 𝑇𝐹(𝑡, 𝑑)𝐷𝐹(𝑡)= 𝑇𝐹(𝑡, 𝑑)∗ 𝐼𝐷𝐹 

(1.3) 

 

Figure 4.  TF-IDF weight Matrix 
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3.3 perplexity 

In information theory, perplexity is a measure of how 

well a probability distribution or model predicts a sample. 

It can also be used to compare two probability 

distributions or probability models. The language model 

that gives higher probability values to the sentences in the 

test set is better. When the language model is trained, the 

sentences in the test set are all normal sentences. Then the 

trained model is the higher the probability on the test set, 

the better, the greater the sentence probability, the better 

the language MODEL, and the smaller the puzzle. 𝐏𝐏(𝐖) = 𝐏(𝐰𝟏𝐰𝟐 ∙∙∙ 𝒘𝑵)−𝟏𝑵 

= √ 𝟏𝑷(𝒘𝟏𝒘𝟐 ∙∙∙ 𝒘𝑵)𝑵
 

（2.1） 

 
From the analysis of the puzzle training model in 

figure 5, the model generation ability is best when the 

number of topics is set to three, more than three, because 

the number of topics is too many, the puzzle will rise to 

infinity and can not be analyzed. 

Figure 5. Perplexity calculation 

After determining the number of themes, the theme 

can be determined by the number of Thesaurus [12] , and 

the visual model of LDA can be established. As you can 

see from the word bag in figure 6, Theme 0 can be defined 

as quality, theme 1 as style, and theme 2 as price. 

 

Figure 6. Thesaurus bag 

Ⅳ.  DATA BUILDING 

4.1 LDA theme model 

LDA [13](Latent dirichlet allocation) is a three-layer 

Bayesian model proposed by David Blei et AL in 2003, 

which contains three layers of word, topic and document 

structure. The goal of unsupervised learning is to discover 

the hidden semantic dimension from the text by 

unsupervised learning. 

 

Figure 7. LDA MODEL generation process 

 

By analyzing the contents of the word bag and 

defining the comment topic as quality, price and style, we 

can see that the proportion of comments in each document 

is different, and there are relatively more comments on 

price, quality and style, from document 1,3 is to pay 
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attention to clothing style; document 2,4 is to pay attention 

to clothing price; document 5,6 is to pay attention to 

clothing quality. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Distribution of clothing themes

 

4.2 variable parameter visualization 

When all the text is gathered together and visualized 

using the pyLADvis model interface in Gemsim, the result 

in figure 9 shows that the comment text is mainly 

clustered into three modules. As shown in figure 9, there 

are four themes, but because the fourth one is too small 

and meaningless, we choose to ignore it, leaving three 

meaningful circles that do not overlap. This shows that the 

clustering of themes works well. Hover the mouse over 

topic 1. The column list on the right shows the keywords 

of the topic, the dark column shows the frequency of the 

keyword in topic 3, and the light column shows the 

frequency of the keyword. By adjusting the size of λ, the 
filtering condition and distribution difference of each 

subject word can be adjusted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Clustering visualization of garment comment topics 
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4.3 Sankey circulations 

According to figure 10, it can be seen that the width 

and flow direction of the branches respectively present the 

characteristics and proportion of different clothing 

attributes. As shown in the picture, cotton-padded clothes 

sell the most in the overall clothing category, while pants 

sell the least, while shorts, shirts, hoodies, short sleeves 

and jackets are relatively average. The style of 

cotton-padded clothes and shorts has a relatively large 

number of reviews, with cotton-padded clothes accounting 

for a considerable proportion, about 50% , while the price 

is the most evaluated jacket, general evaluation is the price 

and quality point of view relatively more; poor evaluation 

reflected in the price and style, each about 50% . 

The overall rating of the brand is 50% good, 30% fair 

and 20% bad, which is more intuitive and true than the 

99% positive rating on the website, but it still shows that 

the brand has high support rate among users, and 

cotton-padded clothes account for an important proportion 

in all aspects, this is the main clothing category of the 

brand. In addition, the overall quality ratio is less than the 

style and price, cost-effective slightly higher, is a light 

luxury brand. Merchants can mainly start from the price 

and style, slightly lower prices and design new clothing, in 

order to attract traffic. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Relationship between clothing and rating

Ⅴ.  CONCLUSION 

In this paper, a natural language processing (NLP) 

[17] method is used to construct a garment review text and 

establish a subject analysis model of LDA, which 

objectively evaluates the quality, format and price of 

garment. In the experiment[18], it is necessary to save a 

lot of time in the process of crawling, filtering, importing 

python project and topic production, and the filtering of 

comment text is also very important, you can wash it a few 

more times. According to the consideration of the 

experimental situation, we can modify the stop-word list to 

clean the data many times to achieve better effect. The 

experimental data has the shortcoming of too little quantity, 

has not achieved the horizontal contrast, this is a place 

which needs to strengthen, the follow-up meeting 

increases the workload in this link. 
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