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## Introduction

Any numerical method for solving the optimization problem is based on an accurate or approximate calculation of its characteristics (the value of the objective function, the functions that specify the allowable set, as well as their derivatives) [1-8]. Based on these calculations, an approximation to the solution of the problem $x$ is constructed or, if required, an approximation to the minimum value of the objective function $f$ is constructed [9-11].

Algorithms that use only information about the values of the minimized function are called zero-order algorithms. Algorithms that also use information about the values of the first derivatives-algorithms of the first order [12]; algorithms that use information about the second derivatives - algorithms of the second order.

Let us consider the process of implementation of the optimization algorithm in the system of computer algebra Maple.

## Materials and Methods

The algorithm consists of two stages:

1. The calculations provided by the algorithm of the problem characteristics are performed.
2. Based on the information received at the first stage, an approximation to the solution is built.

To set the algorithm, it is enough to specify the method of setting the calculation points.

If all points are selected at the same time before the calculation starts, the minimization algorithm is called passive.

However, to solve most problems, the calculation points are chosen in turn, that is, the point $x^{i-1}$ is selected, when the points of the previous calculations $x^{0}, x^{1}, x^{2}, \ldots, x^{i}$ are already selected and the calculations provided by the algorithm are performed in each of them. Such algorithms are called sequential.

In practice, usually sequential algorithms for selecting the point of the next calculation depend only on the point of the previous calculation or on the point of the previous calculation and the linear combination of all the results.

As a result of the algorithm operation, a sequence of $x^{k}, k=1,2,3, \ldots$ points is generated.

The work of the algorithm to build each subsequent point is called an iteration (step) method, and the algorithm for constructing a sequence of points in General is called an iterative process.
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Among the minimization methods, we can conditionally distinguish finite-step and infinite-step methods [4-12].

Finite-step methods are methods that guarantee the solution of the problem in a finite number of steps (for example, the simplex method).

Infinite-step methods generate a sequence of points, and the solution is achieved in the limit.

The numerical method implementing iterative process $x^{1}, x^{2}, x^{3}, \ldots, x^{k}, \ldots$ is generally represented by the following scheme:

1. The initial approximation is

$$
\begin{equation*}
x^{0} \in X \tag{1}
\end{equation*}
$$

2. It is found from the solution of some auxiliary problem determined by the method, vectors $h^{k}$ and numbers $a_{k}$ on the basis of available information.
3. Element is built

$$
\begin{equation*}
x^{k+1}=x^{k}+a_{k} h^{k}, k=0,1,2,3, \ldots \tag{2}
\end{equation*}
$$

4. The problem of stopping the iterative process is solved.

In descent methods, the direction of $h^{k}$ to the minimum at each $k$ step is chosen from the set of all decreasing directions of the function $f(x)$ at the point $x^{k}$

$$
\begin{equation*}
h^{k} \in U \quad x^{k}, f, \quad k=0,1,2,3, \ldots . \tag{3}
\end{equation*}
$$

The method is called the descent method if $h^{k}$ sets the decreasing direction of the function $f(x)$ at point $x^{k}$ (executed (3)), and the number $a_{k}$ is positive and such that

$$
\begin{equation*}
f\left(x^{k-1}\right)<f\left(x^{k}\right), k=0,1,2,3, \ldots \tag{4}
\end{equation*}
$$

The coefficients $a_{k}$ in the method can be determined from the condition

$$
\begin{equation*}
f\left(x+a_{k} h^{k}\right)=\min _{a} f\left(x^{k}+a h^{k}\right) \tag{5}
\end{equation*}
$$

where for descent methods the minimum is $a \geq 0$. This method of choosing $a_{k}$ is in some sense the best, since it provides the least value of the function along the given direction $h^{k}$. So in this case, at each step there is a need to solve the problem of onedimensional minimization.

According to the Weierstrass approximation theorem, if a function is continuous in a certain interval, then it can be approximated with any degree of accuracy by a polynomial of sufficiently high order. Therefore, if the function is unimodal and is found by a polynomial that approximates it fairly accurately, the coordinate of the function's optimum point can be estimated by calculating the coordinate of the polynomial's optimum point. According to the

Weierstrass theorem, the quality of estimates of the coordinate of an optimum point obtained by an approximating polynomial can be improved in two ways:

1) using a higher order polynomial ;
2) decrease of the approximation interval. The second method is more preferable, since the construction of an approximating polynomial of order above the third one becomes a very complex procedure, whereas the reduction of the interval under the conditions when the assumption of the unimodality of the function is fulfilled is not particularly difficult.

The process of finding the minimum function can be divided into three stages.

1. The choice of the initial interval of uncertainty. The boundaries $\left[a_{0}, b_{0}\right]$ of the interval must be such that the function $f(x)$ is unimodal.
2. Reducing the uncertainty interval.
3. Check completion conditions. The search ends when:

* the length of the current uncertainty interval $\left[a_{k}, b_{k}\right]$ is less than the set value;
* the relative change in the value of the function $f\left(x_{k}\right)$ and $f\left(x_{k+1}\right)$ (or its derivative) becomes less than the specified value;
* the relative change in the $x_{k}$ and $x_{k+1}$ coordinates becomes less than the specified value;
* the relative change in the value of the function $f\left(x_{k}\right)$ and $f\left(x_{k+1}\right)$ (or its derivative) and the relative change in the coordinate $x_{k}$ and $x_{k+1}$ simultaneously becomes less than the specified value.

In some methods, the maximum number of function calculations is predetermined.

There are two ways to select the points at which the function values are calculated. If points are set in advance, before the calculation starts, this is a passive way to select points. If the points are selected sequentially in the search process based on the results of previous calculations, this is a sequential method.

## Of the boundaries of the interval

When implementing almost all numerical algorithms of one-dimensional optimization at the initial stage, it is necessary to find a relatively wide interval containing the optimum point. Typically, the search for boundary points of this interval is carried out using heuristic search methods, although in some cases you can also use extrapolation methods.

For the heuristic choice of the initial uncertainty interval, the Sven algorithm can be applied:

1. To arbitrarily specify the following parameters: $x_{0}$ is some point, then $\Delta>0$ is the step size. Put $k=0$.
2. Calculate the value of the function at three points: $x_{0}-\Delta, x_{0}, x_{0}+\Delta$
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3. Check end condition:
a) if $f\left(x_{0}-\Delta\right) \geq f\left(x_{0}\right) \leq f\left(x_{0}+\Delta\right)$, then the initial interval uncertainties found: $\left[a_{0}, b_{0}\right]=\left[x_{0}-\Delta, x_{0}+\Delta\right] ;$
b) if $f\left(x_{0}-\Delta\right) \leq f\left(x_{0}\right) \geq f\left(x_{0}+\Delta\right)$, then the function is not unimodal and the required uncertainty interval cannot be found. This stops the Calculation. It is recommended to set a different starting point;
C) if the end condition is not met, proceed to step 4.
4. To determine the sign of $\Delta$ :
a) if $f\left(x_{0}-\Delta\right) \geq f\left(x_{0}\right) \geq f\left(x_{0}+\Delta\right)$, then $\Delta=+\Delta, a_{0}=x_{0}, x_{1}=x_{0}+\Delta, k=1$;
b) if $f\left(x_{0}-\Delta\right) \leq f\left(x_{0}\right) \leq f\left(x_{0}+\Delta\right)$, then $\Delta=-\Delta, b_{0}=x_{0}, x_{1}=x_{0}-\Delta, k=1$,
5. To find the next point $x_{k+1}=x_{k}+2^{k} \cdot \Delta, k=0,1,2$
6. Check condition of decreasing function :
a) if $f\left(x_{k+1}\right)<f\left(x_{k}\right)$ and $\Delta=+\Delta$, then $a_{0}=x_{k}$;
if $f\left(x_{k+1}\right)>f\left(x_{k}\right)$ and $\Delta=-\Delta$, then $b_{0}=x_{k}$.
In both cases, put $k=k+1$ and go to step 5 ;
b) if $f\left(x_{k+1}\right)>f\left(x_{k}\right)$, the search procedure is completed. When $\Delta=+\Delta$ put $b_{0}=x_{k+1}$, and when $\Delta=-\Delta$ put $a_{0}=x_{k+1}$. As a result $\left[a_{0}, b_{0}\right]-$ the required initial uncertainty interval.

Example 1. Set the initial limits of the uncertainty interval (using Sven's heuristic method)
for the function $f(x)=(100-x)^{2}$ at a given starting point $x_{0}=30$ and the step value $|\Delta|=5$.

## Action sequence

1. Determination of the sign of the step $\Delta$ :
$f\left(x_{0}\right)=f(30)=4900$,
$f\left(x_{0}+|\Delta|\right)=f(35)=4225$,
$f\left(x_{0}-|\Delta|\right)=f(45)=5625$.
Since $\quad f\left(x_{0}-|\Delta|\right) \geq f\left(x_{0}\right) \geq f\left(x_{0}+|\Delta|\right), \quad$ the value of $\Delta$ should be positive, and the coordinate of the minimum point $x^{*}$ - should be greater than 30 . 2. Iterative procedure.

$$
\text { Step } \quad 1 . \quad x_{1}=x_{0}+\Delta=35 \text {, }
$$ $f\left(x_{1}\right)=4225<f\left(x_{0}\right)=4900$. Hence, $x^{*}>30$.

$$
\text { Step } \quad 2 . \quad x_{2}=x_{0}+2 \Delta=45 \text {, }
$$ $f\left(x_{2}\right)=3025<f\left(x_{1}\right)=4225$. Hence, $x^{*}>35$.

$$
\text { Step } \quad 3 . \quad x_{3}=x_{0}+2^{2} \Delta=65
$$ $f\left(x_{3}\right)=1225<f\left(x_{2}\right)=3025$. Hence, $x^{*}>45$.

Step 4. $x_{4}=x_{0}+2^{3} \Delta=105$, $f\left(x_{4}\right)=105<f\left(x_{3}\right)=1225$. Hence, $x^{*}>65$.

Step 5. $\quad x_{5}=x_{0}+2^{4} \Delta=185$, $f\left(x_{5}\right)=7225<f\left(x_{4}\right)=105$ Hence, $x^{*}>185$.

The boundaries of the initial uncertainty interval of the function $f(x) \quad[a, b]=[65,185]$.

```
> restart;
    f:=x-> (100-x)^2;
    x[0]:=30;
    Delta:=5;
    M:=10;
        f:=x->(100-x)}\mp@subsup{}{}{2
            x}0=3
            \Delta : = 5
            M:=10
> f1:=f(x[0]+abs(Delta));
    f0:=f(x[0]);
    f2:=f(x[0]-abs(Delta));
                                    fl:=4225
                                    f0:=4900
                    f2 := 5625
> if (f2>=f0) and(f0>=f1) then
    Delta1:=abs(Delta) else
    Delta1:=-abs(Delta);fi;
>
    \Delta1:= 5
```
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```
> j:=0;
    x[j]:=x[0];
    x[j+1]:=x[j]+2^j*Delta;
    fxj:=f(x[j]);
    fxj1:=f(x[j+1]);
    while fxj1<fxj do
    j:=j+1;
    x[j+1]:=x[j]+2^j*Delta1;
    fxj:=f(x[j]);
    fxj1:=f(x[j+1]);
    od;
```

$$
\begin{aligned}
j & =0 \\
x_{0} & =30 \\
x_{1} & =35 \\
f x j & =4900 \\
f x j 1 & :=4225 \\
j & =1 \\
x_{2} & =45 \\
f x j & =4225 \\
f x j 1 & =3025 \\
j & =2 \\
x_{3} & =65 \\
f x j & =3025 \\
f x j 1 & =1225 \\
j & =3 \\
x_{4} & =105 \\
f x j & =1225 \\
f x j 1 & :=25 \\
j & =4 \\
x_{5} & =185 \\
f x j & =25 \\
f x j 1 & =7225
\end{aligned}
$$

## Conclusion

The result of the implementation of the algorithm for finding the uncertainty interval.
$x^{T}=(30,35,45,65,105,185)-$ coordinates of iterative points.
$f^{T}=(4900,4225,3025,1225,25,7225)$ - the function value at iteration points.

These algorithms of Maple, allow us to determine the boundary of the uncertainty interval.

The boundaries $[a, b]$ of the uncertainty interval and the values of the functions $f(a, b)$ at these points,
$[a, b]=(65,185)$ - coordinates of points of the interval, $f(a, b)=(1225,7225)$ - the function values at the points of the interval.
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