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Abstract Software-defined networking (SDN) is a new computer networking architecture that uses standardized 

application programming interface. Traditional networking architectures have limitations which must be 

overcome to meet today’s requirements. SDN promises to remove the limitations on current network 

infrastructure. This paper briefly introduces SDN as the next wave of networking. 
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Introduction 

The needs of business have surpassed the network’s ability to provide service. The rising demands for cloud-

based mobility, social media, server virtualization, and big data services require a new approach. Software-

defined networking (SDN) provides that approach. SDN addresses the failure of the traditional networks to 

support the dynamic, scalable computing and storage needs of today’s applications. SDN achieves this by 

separating or decoupling network control from data forwarding.  SDN is complemented by virtualization 

technologies such as network function virtualization (NFV). 

The term software-defined networking was first used by Open Networking Foundation (ONF), which is a non-

profit industry consortium founded in March 2011. The goal of ONF is to transform networking industry to 

software industry through SDN and promote standard development. ONF promotes the use of OpenFlow 

protocol. The OpenFlow is a standard interface between the control and data planes. Major commercial switch 

vendors such as IBM, HP, and Cisco have launched switching products that support the OpenFlow protocol. 

Google has deployed SDN in its data centers across the globe. 

 

SDN features 

The SDN simplifies the traditional networking in two ways. First, the network now consists of uniform 

switching hardware with standard interfaces. Second, network control is not distributed but centralized and 

restricted to the controller. The basic SDN architecture [1] is shown in Figure 1. SDN has the following key 

features. 

Separation:  There is a separation of the control plane from the data plane. This separation of the control and 

data planes allows one to experiment with network protocols. The data plane is responsible for the packet 

forwarding and the control plane performs other functions. In other words, the control plane makes decisions 

about where traffic is sent, while the data plane forwards traffic to the desired destination. The network 

switches/routers forward packets by following the flow table rules determined by the control plane. The control 

plane is programmable and is implemented in a centralized mode. Various applications may run on top of the 

centralized controller. It is felt that the shift to a pure software model brings flexibility, efficiency, and agility 

unknown in traditional networks. 

Programmability: SDN makes the network more programmable in that it allows various network functionalities 

to be implemented in software. This way it makes the network fully adaptable to the changing needs of the 
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users, network operators, and the applications. Programmability and automation of network resources enables 

service providers unlock new revenue opportunities, adapt to real time changes and reduce network complexity 

[2]. 

 
Figure 1: Basic SDN architecture [1]. 

SDN Security 

Security is a major concern for SDN. SDN can be used to secure data offloading from mobile and handheld 

devices. While SDN can be leveraged to secure greater security for networks, it faces some major challenges 

securing itself.  Due to the distinctive features of SDN, traditional network security approaches cannot be 

applied directly to it. The ability to programmatically control network behavior opens up possibilities for 

network security. Although it improves network performance, SDN creates some peculiar problems. The 

centralized control and programmability features of SDN introduce some new security challenges. For example, 

there is an increased potential for denial-of-service (DoS) attacks due to the centralized controller. OpenFlow is 

vulnerable to man-in-the-middle attacks when Transport Layer Security is not used. Network breaches may 

result when network controllers are shared by different users or applications [3].  It is important that SDN 

should be designed with security in mind right from the start. That implies that security issues should be 

identified and resolved to enable reliable wide area SDN deployment. 

 

SDN Applications 

SDN has been shown to be valuable in many applications.  It has attracted a lot of attention in fields such as 5G 

mobile networks, cloud computing, wireless networks, data centers, optical networks, and Internet of Things 

(IoT). 

Wireless networks:  Most SDN solutions are based on wired networks. Recently, attempts have been made to 

adapt SDN to wireless networks. SDN provides a global centralized control of access points. An SDN controller 

can usually manage thousands of access points simultaneously. Several SDN controllers can be deployed when 

there is a large number of access points. Network administration in WiFi is mostly centralized. SDN concepts 

have been used to improve cellular networks. For example, the hidden terminal problem in wireless networks 

ceases to be an issue if transmission is centrally controlled. 

Wireless sensor networks: Wireless sensor networks (WSNs) have benefited from the SDN approach. A typical 

WSN consists of a BS, which has the SDN controller, and sensor nodes. The control plane is decoupled from the 

data plane which runs the sensor nodes. A centralized controller uses OpenFlow to interact with the nodes. The 

nodes are often low powered and small. They are autonomous and adaptive to their environment. 

Internet of Things: Everything in the world is being connected by the Internet of Things (IoT). SDN can be used 

in creating an IoT, which comprises of a large number of devices. SDN and network virtualization are the two 

key technologies that will enable IoT networks [4]. 

Optical Networks:  Optical networks either maintain signals in the optical domain or use transmission channels 

that carry signals in the optical domain. Software-defined optical transceivers can be flexibly configured by 
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SDN [5]. SDN can be extended to the optical transport networks that interconnect data centers.  Transport SDN 

enables efficient load balancing among widely dispersed data centers through a centralized controller. 

 

Conclusion 

As new technologies, such as IoT, cloud computing, and content delivery networks, emerge, the traditional 

network architecture becomes a handicap. Software-defined networking is the next wave of networking. It 

represents the next generation of infrastructure automation that is completely programmable and application-

aware. It has generated a lot of interest from academia and industry.   

  Despite the proven benefits of SDN, there is significant reluctance in adopting it. Like any new technology, 

SDN has some disadvantages. These include controller redundancy and interoperability between devices from 

multiple vendors. Many organizations do not have the resources to invest in a new networking architecture. 

Comprehensive surveys on SDN can be found in [1,4-8]. 
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