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#### Abstract

Let $\mathbb{R}=(-\infty, \infty)$, and let $Q \in \mathbf{C}^{\mathbf{1}}(\mathbb{R}): \mathbb{R} \rightarrow[0, \infty)$ be an even function, which is an exponent. We deal with the exponential-type weights $w(x)=e^{-Q(x)}, x \in \mathbb{R}$. In this paper, we consider the approximation problem with the weight $w(x)$, and then we give some converse theorems, and investigate the smoothness of functions. We will also study the connections of the degree of approximation of a function between different norms. To do them we need to give the Nikolskii-type inequalities.
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## 1 Introduction and Theorems

Let $\mathbb{R}=(-\infty, \infty)$, and let $Q \in \mathbf{C}^{\mathbf{1}}(\mathbb{R}): \mathbb{R} \rightarrow[0, \infty)$ be an even function. We consider the weights $w(x):=\exp (-Q(x))$ satisfying $\int_{0}^{\infty} x^{n} w^{2}(x) d x<\infty$ for all $n=0,1,2, \ldots$.

Mhaskar [1] investigates the smoothness of functions, and gives some converse theorems. If $f: \mathbb{R} \rightarrow \mathbb{R}$ is measurable, we define

$$
\|f w\|_{L_{p}(\mathbb{R})}:= \begin{cases}\left(\int_{-\infty}^{\infty}|f(t) w(t)|^{p} d t\right)^{1 / p}, & \text { if } 0<p<\infty \\ \sup _{t \in \mathbb{R}}|f(t) w(t)|, & \text { if } p=\infty,\end{cases}
$$

where if $p=\infty$, we suppose that $f$ is continuous on $\mathbb{R}$, and $\lim _{|x| \rightarrow \infty} w(x) f(x)=0$, then we write $w f \in C_{0}(\mathbb{R})$. The class of all functions $f$ for which $\|w f\|_{L_{p}(\mathbb{R})}<\infty$ will be denoted by $L_{p, w}(\mathbb{R})$, with the usual understanding that two functions are identified if they are equal almost everywhere. For $f \in L_{p, w}(\mathbb{R})(1 \leqslant p \leqslant \infty)$ the degree of weighted polynomial approximation is defined by

$$
E_{p, n}(w ; f):=\inf _{P \in \mathcal{P}_{n}}\|w(f-P)\|_{L_{p}(\mathbb{R})}
$$

where $\mathcal{P}_{n}$ denotes the class of all polynomials $P_{n}$ with degree $\leqslant n$. Let $Q(x)=\log w(x)^{-1}$ be an even and convex function on $\mathbb{R}$, and let $Q$ be continuously differentiable on $(0, \infty)$. Furthermore, there are constants $c_{1}$ and $c_{2}$ such that

$$
0<c_{1} \leqslant \frac{x Q^{\prime}(x)}{Q(x)} \leqslant c_{2}<\infty
$$

for all $x \in(0, \infty)$. Then we say that $w=\exp (-Q(x))$ is a Freud weight. We define $q_{x}$ by $q_{x} Q^{\prime}\left(q_{x}\right)=x$. For $f \in C^{s}(\mathbb{R})$ Mhaskar [1] gives a direct theorem as follows:

$$
E_{p, n}(w ; f) \leqslant C\left(\frac{q_{n}}{n}\right)^{s} K_{r, p}\left(f^{(s)} ; \frac{q_{n}}{n}\right) .
$$

Here $K_{r, p}(f ; \delta), \delta>0$ is the K-functional which is defined by

$$
K_{r, p}(f ; \delta):=\inf \left\{\|w(f-g)\|_{L_{p}(\mathbb{R})}+\delta^{r}\left\|w g^{(r)}\right\|_{L_{p}(\mathbb{R})}\right\}
$$

where the infimum is over all function $g$ having an absolutely continuous $(r-1)$-st order derivatives and $w g^{(r)} \in L_{p}(\mathbb{R})$. Furthermore, he also gives the following the inverse theorem.

Mhaskar's Theorem ([1]). Let $Q^{\prime \prime}$ be increasing on ( $0, \infty$ ), let $s \geqslant 0$ be an integer, and let $1 \leqslant p, q \leqslant \infty$.
(i) Let $p \leqslant q, f \in L_{q, w}(\mathbb{R})$. If

$$
\sum_{n=1}^{\infty} q_{n}^{\frac{1}{p}-\frac{1}{q}-s} n^{s-1} E_{q, n}(w ; f)<\infty
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and for the integer $n \geqslant s$,

$$
E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant c \sum_{k=1}^{\infty} q_{k n}^{\frac{1}{p}-\frac{1}{q}-s}(k n)^{s} \frac{E_{q, k n}(w ; f)}{k}
$$

(ii) Let $q \leqslant p$, and let $f \in L_{q, w}(\mathbb{R})$. If

$$
\sum_{n=1}^{\infty}\left(\frac{n}{q_{n}}\right)^{\frac{1}{q}-\frac{1}{p}-s} \frac{E_{q, n}(w ; f)}{n}<\infty
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and for the integer $n \geqslant s$,

$$
E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant c \sum_{k=1}^{\infty}\left(\frac{k n}{q_{k n}}\right)^{\frac{1}{q}-\frac{1}{p}-s} \frac{E_{q, k n}(w ; f)}{k}
$$

(iii) Let $f \in L_{q, w}(\mathbb{R})$. If

$$
\sum_{n=1}^{\infty}\left(\frac{n}{q_{n}}\right)^{\left|\frac{1}{q}-\frac{1}{p}\right|-s} \frac{E_{q, n}(w ; f)}{n}<\infty
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and for the integer $n \geqslant s$,

$$
E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant c \sum_{k=1}^{\infty}\left(\frac{k n}{q_{k n}}\right)^{\left|\frac{1}{q}-\frac{1}{p}\right|-s} \frac{E_{q, k n}(w ; f)}{k} .
$$

For a long time such problems have been studied, for example, we find some results in [2]. In recently years we can find $[3,4]$ ).

In this paper, we will give some analogies of Mhaskar's results with the Freud weights, and extend to the results with Erdös-type weights. We give some converse theorems, and investigate the smoothness of functions. We will also study the connections of the degrees of approximation of a function between different norms. To prove them we will follow Mhaskar's methods.

In Section 2 we give theorems and some preliminaries. In Section 3 we write some lemmas, and prove theorems. In Section 4 we prove Corollaries 2.10 and 2.11.

Throughout this paper $C, C_{1}, C_{2}, \ldots$ denote positive constants independent of $n, x, t$ or polynomials $P(x)$. The same symbol does not necessarily denote the same constant in different occurrences. Let $\mathcal{P}_{n}$ be the class of all polynomials with degree $n$ at most.

## 2 Theorems and Preliminaries

First we start the following definition from [5]. We say that $f: \mathbb{R} \rightarrow[0, \infty)$ is quasi-increasing if there exists $C>0$ such that $f(x) \leqslant C f(y), 0<x<y$.

Definition 2.1. We define $w=\exp (-Q) \in \mathcal{F}\left(C^{2}+\right)$ as follows: Let $Q: \mathbb{R} \rightarrow[0, \infty)$ be a continuous even function, and satisfy the following properties:
(a) $Q^{\prime}(x)$ is continuous in $\mathbb{R}$, with $Q(0)=0$.
(b) $Q^{\prime \prime}(x)$ exists and is positive in $\mathbb{R} \backslash\{0\}$.
(c) $\lim _{x \rightarrow \infty} Q(x)=\infty$.
(d) The function

$$
T(x):=\frac{x Q^{\prime}(x)}{Q(x)}, \quad x \neq 0
$$

is quasi-increasing in $(0, \infty)$, with

$$
T(x) \geqslant \Lambda>1, \quad x \in \mathbb{R} \backslash\{0\}
$$

(e) There exists $C_{1}>0$ such that

$$
\frac{Q^{\prime \prime}(x)}{\left|Q^{\prime}(x)\right|} \leqslant C_{1} \frac{\left|Q^{\prime}(x)\right|}{Q(x)}, \text { a.e. } x \in \mathbb{R} \backslash\{0\} \text {, }
$$

and there also exists a compact subinterval $J(\ni 0)$ of $\mathbb{R}$, and $C_{2}>0$ such that

$$
\frac{Q^{\prime \prime}(x)}{\left|Q^{\prime}(x)\right|} \geqslant C_{2} \frac{\left|Q^{\prime}(x)\right|}{Q(x)}, \quad \text { a.e. } x \in \mathbb{R} \backslash J .
$$

Example 2.2. (i) If $T(x)$ is bounded, then we call the weight $w=\exp (-Q)$ the Freud-type weight. The following example is the Freud-type weight.

$$
w(x)=\exp \left(-|x|^{\gamma}\right), \quad \gamma>1
$$

If $T(x)$ is unbounded, then we call the weight $w=\exp (-Q)$ the Erdös-type weight. The following example give the Erdös-type weight $w=\exp (-Q)$.
(ii) $([5,6])$. For $\gamma>1, l=1,2,3, \ldots$.

$$
Q(x)=Q_{l ; \gamma}(x)=\exp _{l}\left(|x|^{\gamma}\right)-\exp _{l}(0)
$$

where

$$
\exp _{l}(x)=\exp (\exp (\exp \ldots \exp x) \ldots) \quad(l \text {-times })
$$

More generally, we define for $\gamma+u>1, \gamma \geqslant 0, u \geqslant 0$ and $l \geqslant 1$,

$$
Q_{l ; \gamma, u}(x):=|x|^{u}\left(\exp _{l}\left(|x|^{\gamma}\right)-\gamma^{*} \exp _{l}(0)\right)
$$

where $\gamma^{*}=0$ if $\gamma=0$, otherwise $\gamma^{*}=1$. We note that $Q_{l ; 0, u}$ gives a Freud-type weight.
(iii) We define $Q_{\gamma}(x):=(1+|x|)^{|x|^{\gamma}}-1, \quad \gamma>1$.

We need the following assumption:

Assumption 2.3. Let $w(x)=\exp (-Q(x)) \in \mathcal{F}\left(C^{2}+\right)$, and let $r \geqslant 1$ be an integer. Let the exponent $Q$ satisfy that for $|x| \geqslant K>0$ large enough, $Q \in C^{(r+2)}(\mathbb{R} \backslash\{0\})$ and

$$
\begin{equation*}
\left|\frac{Q^{(r+2)}(x)}{Q^{(r+1)}(x)}\right| \leqslant C\left|\frac{Q^{(r+1)}(x)}{Q^{(r)}(x)}\right| \sim\left|\frac{Q^{(r)}(x)}{Q^{(r-1)}(x)}\right| \sim \ldots \sim\left|\frac{Q^{\prime}(x)}{Q(x)}\right|, \tag{1}
\end{equation*}
$$

and for some $0<\lambda<(r+2) /(r+1), C>0$, then for $|x| \geqslant K>0$ large enough,

$$
\begin{equation*}
\frac{\left|Q^{\prime}(x)\right|}{Q(x)^{\lambda}} \leqslant C . \tag{2}
\end{equation*}
$$

Then we write $w \in \mathcal{F}_{\lambda}\left(C^{r+2}+\right)$.

Remark 2.4. (i) All in Example 2.2 satisfy all conditions of Assumption 2.3 for all $\gamma=1,2,3, \ldots$ or $\gamma \geqslant r$.
(ii) More generally, we can give the examples of weights $w \in \mathcal{F}_{\lambda}\left(C^{r+2}+\right)$. Let $w=\exp (-Q) \in \mathcal{F}\left(C^{2}+\right)$, and let us define

$$
\mu_{+}:=\limsup _{x \rightarrow \infty} \frac{Q^{\prime \prime}(x)}{Q^{\prime}(x)} / \frac{Q^{\prime}(x)}{Q(x)}, \quad \mu_{-}:=\liminf _{x \rightarrow \infty} \frac{Q^{\prime \prime}(x)}{Q^{\prime}(x)} / \frac{Q^{\prime}(x)}{Q(x)} .
$$

If $\mu_{+}=\mu_{-}$, then we say that the weight $w$ is regular. If $Q \in \mathbf{C}^{(r+2)}(\mathbb{R} \backslash\{0\})$ satisfies (1), then for the regular weights we have $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{r+2}+\right.$ ), that is, (2) holds (see [7]).

We need the Mhaskar-Rakhmanov-Saff numbers $a_{x}$;

$$
x=\frac{2}{\pi} \int_{0}^{1} \frac{a_{x} u Q^{\prime}\left(a_{x} u\right)}{\left(1-u^{2}\right)^{1 / 2}} d u, x>0
$$

The following theorems are important.
Theorem 2.5 ([7]). Let $0<\lambda<3 / 2$ and $\alpha \in \mathbb{R}$. Then for $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{3}+\right)$, we can construct a new weight $w_{\alpha} \in \mathcal{F}\left(C^{2}+\right)$ such that

$$
T(x)^{\alpha} w(x) \sim w_{\alpha}(x), \quad x \in \mathbb{R}
$$

and the following holds

$$
a_{n}\left(w_{\alpha}\right) \sim a_{n}=a_{n}(w), \quad n=1,2,, 3 \ldots
$$

In fact, there exists $c>1$ such that

$$
a_{n / c}\left(w_{\alpha}\right) \leqslant a_{n}=a_{n}(w) \leqslant a_{c n}\left(w_{\alpha}\right), \quad n=1,2,3, \ldots
$$

and

$$
T_{w_{\alpha}}(x) \sim T(x)=T_{w}(x) \quad x \in \mathbb{R}
$$

Moreover, for $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}, k \leqslant m$ we obtain an iterated weight $w_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}}$.
Theorem 2.6 (cf. [7]). Let the weight $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{r+2}+\right)(0<\lambda<(r+2) /(r+1))$. Then for $\alpha_{k} \in \mathbb{R}, k=1,2, \ldots, r$, we can construct an iterated weight $w_{\left(\alpha_{1}, \ldots, \alpha_{k} ; k\right)}(x) \in \mathcal{F}\left(C^{2}+\right)$ such that

$$
T(x)^{\alpha_{1}+\ldots+\alpha_{k}} w(x) \sim T(x)^{\alpha_{k}} w_{\left(\alpha_{1}, \ldots, \alpha_{k-1}: k-1\right)}(x) \sim w_{\left(\alpha_{1}, \ldots, \alpha_{k} ; k\right)}(x)
$$

where $w_{\left(\alpha_{0}, 0\right)}(x)=w(x)$. Then we also have

$$
w_{\left(\alpha_{1}, \ldots, \alpha_{k}: k\right)}(x) \sim w_{\left(\alpha_{1}+\ldots+\alpha_{k} ; 1\right)}(x) .
$$

Proof. Using Theorem 2.5, we can inductively construct new weights $w_{i}=\exp \left(-Q_{i}\right) \in \mathcal{F}_{\lambda}\left(C^{r+2-i}\right)$ for $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{r+2}+\right)$ as follows:

$$
\begin{aligned}
& w_{\left(\alpha_{1}+\ldots+\alpha_{k} ; 1\right)}(x) \sim T(x)^{\alpha_{1}+\ldots+\alpha_{k}} w(x) \sim T(x)^{\alpha_{k}} w_{\left(\alpha_{1}, \ldots, \alpha_{k-1} ; k-1\right)}(x) \\
& \sim w_{\left(\alpha_{1}, \ldots, \alpha_{k} ; k\right)}(x) .
\end{aligned}
$$

We omit the details (see [7]). \#
Remark 2.7. When $\alpha=\alpha_{1}=\alpha_{2}=\ldots=\alpha_{k}$, we write $w_{(\alpha ; k)} \sim w_{k \alpha ; 1)}=: w_{k \alpha}$. If $\alpha \neq \beta$, then $T^{\beta} w_{\alpha} \sim\left(w_{\alpha}\right)_{\beta} \in \mathcal{F}\left(C^{2}+\right)$.

Now, we extend Mhaskar's theorem as follows.

Theorem 2.8. Let $s \geqslant 1$ be an integer. We assume $a_{n} \leqslant C n^{1 / 2}$ if $T(x)$ is bounded.
(i) Let $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{s+2}+\right)(0<\lambda<(s+2) /(s+1))$, and let $1 \leqslant p \leqslant q \leqslant \infty$. Let $\sqrt{T}{ }^{s} f \in L_{q, w}(\mathbb{R})$. If

$$
\begin{equation*}
\sum_{k=1}^{\infty} a_{k}^{\frac{1}{p}-\frac{1}{q}-s} k^{s-1} E_{q, k}\left(T^{\frac{s}{2}} w ; f\right)<\infty \tag{3}
\end{equation*}
$$

then $f$ is an $s$-times iterated integral of functaion $f^{(s)} \in L_{p, w}(\mathbb{R})$, and for the integer $n \geqslant s$,

$$
\begin{equation*}
E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant C \sum_{k=1}^{\infty} a_{k n}^{\frac{1}{p}-\frac{1}{q}-s}(k n)^{s} \frac{E_{q, k n}\left(T^{\frac{s}{2}} w ; f\right)}{k} \tag{4}
\end{equation*}
$$

(ii) Let $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{s+3}+\right)(0<\lambda<(s+3) /(s+2)), 1 \leqslant p, q \leqslant \infty$, and let $\sqrt{T}{ }^{s+\left|\frac{1}{q}-\frac{1}{p}\right|} f \in$ $L_{q, w}(\mathbb{R})$. If

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(\frac{k}{a_{k}}\right)^{\left|\frac{1}{q}-\frac{1}{p}\right|+s} \frac{E_{q, k}\left(T^{\left(s+\left|\frac{1}{q}-\frac{1}{p}\right|\right) / 2} w ; f\right)}{k}<\infty \tag{5}
\end{equation*}
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and for the integer $n \geqslant s$,

$$
\begin{equation*}
E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant C \sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{\left|\frac{1}{q}-\frac{1}{p}\right|+s} \frac{E_{q, k n}\left(T^{\left(s+\left|\frac{1}{q}-\frac{1}{p}\right|\right) / 2} w ; f\right)}{k} \tag{6}
\end{equation*}
$$

Remark 2.9. (i) For a Freud-type weight we have $a_{n} \sim q_{n}$. In fact, from [1] and $\frac{Q^{\prime}\left(q_{2 n}\right)}{Q^{\prime}\left(q_{n}\right)}=\frac{2 q_{n}}{q_{2 n}}$ we conclude this result. Therefore, we may consider that Theorem 2.8 and Mhaskar's Theorem is equivalent. (ii) If $T(x)$ is unbounded, then for every $\eta>0$ we have $a_{n} \leqslant C(\eta) n^{\eta}$, where $C(\eta)$ is a constant depending only on $\eta$ (see [8]).

Corollary 2.10. (i) Let $s \geqslant 1$ be an integer, and let $1 \leqslant p \leqslant \infty$. Let $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{s+2}+\right)(0<$ $\lambda<(s+2) /(s+1))$. Let $\sqrt{T}^{s} f \in L_{p, w}(\mathbb{R})$, and $\beta>s$. If

$$
\begin{equation*}
E_{p, n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right) \sim E_{p, n}\left(\sqrt{T}^{s} w ; f\right)=\mathcal{O}\left(\frac{a_{n}}{n}\right)^{\beta} \tag{7}
\end{equation*}
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and

$$
E_{p, n}\left(w ; f^{(s)}\right)=\mathcal{O}\left(\frac{a_{n}}{n}\right)^{\beta-s} .
$$

(ii) Let $s \geqslant 1$ be an integer, and let $1 \leqslant p \leqslant q \leqslant \infty$. Let $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{s+3}+\right)(0<\lambda<$ $(s+3) /(s+2))$. We put $\alpha:=1 / p-1 / q$. If $\sqrt{T}^{s+\alpha} f \in L_{q, w}(\mathbb{R})$, and if for some $\beta>s+\alpha$,

$$
\begin{equation*}
E_{q, n}\left(\left\{w_{\frac{\alpha}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right) \sim E_{q, n}\left(T^{(s+\alpha) / 2} w ; f\right)=\mathcal{O}\left(\frac{a_{n}}{n}\right)^{\beta} \tag{8}
\end{equation*}
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and

$$
E_{p, n}\left(w ; f^{(s)}\right)=\mathcal{O}\left(\frac{a_{n}}{n}\right)^{\beta-s-\alpha} .
$$

Let $\gamma>1$, and let $l \geqslant 1$ be an integer. Then we set

$$
w_{l ; \gamma}(x):=\exp \left(-Q_{l ; \gamma}(x)\right), \quad Q_{l ; \gamma}(x):=\exp _{l}\left(|x|^{\gamma}\right)-\exp _{l}(0)
$$

The following theorem is given for a specific weight $w_{l, \gamma}$.

Corollary 2.11. Let $s$ be a nonnegative integer, and let $1 \leqslant p \leqslant q \leqslant \infty$. Let $\sqrt{T}^{s} f \in L_{q, w_{l ; \gamma}}$, $\beta>\frac{1}{p}-\frac{1}{q}+s$, and let $\delta$ be a fixed as $0<\delta<\beta-s$. If we suppose

$$
\begin{equation*}
E_{q, n}\left(\left\{w_{l ; \gamma}\right\}_{\frac{s}{2}} ; f\right) \sim E_{q, n}\left(\sqrt{T}^{s} w_{l ; \gamma} ; f\right)=\mathcal{O}\left(\left(\frac{\left(\log _{l} n\right)^{\frac{1}{\gamma}}}{n}\right)^{\beta}\right) \tag{9}
\end{equation*}
$$

then $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and for the integer $n \geqslant s, w_{l ; \gamma} f \in L_{p}(\mathbb{R})$,

$$
E_{p, n}\left(w_{l ; \gamma} ; f^{(s)}\right)=\left\{\begin{array}{l}
\mathcal{O}\left(n^{-\beta+s+\delta}\right), \quad \text { for } l=1 \text { and } \beta-s-\frac{1}{q}+\frac{1}{p}>\gamma  \tag{10}\\
\mathcal{O}\left(n^{-\beta+s}\left(\log _{l} n\right)^{\frac{1}{\gamma}\left(\beta-s-\frac{1}{q}+\frac{1}{p}\right)}\right), \text { otherwise }
\end{array}\right.
$$

## 3 Proof of Theorems

To prove theorems we need some fundamental lemmas.
Lemma 3.1. (i) [5] For a fixed $L>0$ and uniformly for $t>0$,

$$
a_{L t} \sim a_{t}, \quad T\left(a_{L t}\right) \sim T\left(a_{t}\right)
$$

(ii) [5] For $t>0$,

$$
Q\left(a_{t}\right) \sim \frac{t}{\sqrt{T\left(a_{t}\right)}}
$$

(iii) Let $\Lambda>1$ be defined in Definition 2.1 (d). Then we have

$$
a_{n} \leqslant C n^{1 / \Lambda}
$$

Proof. We show (iii). From the definition of $T(x)$ we see

$$
|x|^{\Lambda} \leqslant C Q(x)
$$

Hence, noting (ii) in this lemma, we have

$$
a_{n}^{\Lambda} \leqslant C Q\left(a_{n}\right) \leqslant C n
$$

Therefore, we conclude (iii). \#
Lemma 3.2 [7]. Let $w \in \mathcal{F}_{\lambda}\left(C^{3}+\right)(0<\lambda<3 / 2)$. Let $1 \leqslant p \leqslant \infty$, and let $P \in \mathcal{P}_{n}$. Then we have

$$
\left\|\frac{w}{\sqrt{T}} P^{\prime}\right\|_{L_{p}(\mathbb{R})} \leqslant C \frac{n}{a_{n}}\|w P\|_{L_{p}(\mathbb{R})}
$$

Moreover,

$$
\left\|w P^{\prime}\right\|_{L_{p}(\mathbb{R})} \leqslant C \frac{n}{a_{n}}\|\sqrt{T} w P\|_{L_{p}(\mathbb{R})}
$$

Therefore, if $w \in \mathcal{F}_{\lambda}\left(C^{r+2}+\right)(0<\lambda<(r+2) /(r+1)), 1 \leqslant j \leqslant r$, where $r \geqslant 1$ is an integer,

$$
\left\|w P^{(j)}\right\|_{L_{p}(\mathbb{R})} \leqslant C\left(\frac{n}{a_{n}}\right)^{j}\left\|(\sqrt{T})^{j} w P\right\|_{L_{p}(\mathbb{R})}, \quad j=1,2,3, . ., r .
$$

We consider the connections of degree of approximation of a function between different norms. Levin and Lubinsky obtained a Nikolskii-type inequality as follows.

Theorem 3.3 [5]. Let $w=\exp (-Q(x)) \in \mathcal{F}\left(C^{2}+\right)$, and let $P \in \mathcal{P}_{n}$. When $0<p \leqslant q \leqslant \infty$, we have

$$
\|w P\|_{L_{p}(\mathbb{R})} \leqslant C a_{n}^{\frac{1}{p}-\frac{1}{q}}\|w P\|_{L_{q}(\mathbb{R})}
$$

and when $0<q \leqslant p \leqslant \infty$, we have

$$
\|w P\|_{L_{p}(\mathbb{R})} \leqslant C\left(\frac{n \sqrt{T\left(a_{n}\right)}}{a_{n}}\right)^{\frac{1}{q}-\frac{1}{p}}\|w P\|_{L_{q}(\mathbb{R})}
$$

We can obtain an analogy of Theorem 3.3 for the weight $w=\exp (-Q(x)) \in \mathcal{F}_{\lambda}\left(C^{3}+\right)(0<\lambda<3 / 2)$.
Theorem 3.4. Let $w=\exp (-Q) \in \mathcal{F}_{\lambda}\left(C^{3}+\right)(0<\lambda<3 / 2)$, and let $P \in \mathcal{P}_{n}$. For $0<p \leqslant q \leqslant \infty$, we have

$$
\begin{equation*}
\|w P\|_{L_{p}(\mathbb{R})} \leqslant C a_{n}^{\frac{1}{p}-\frac{1}{q}}\|w P\|_{L_{q}(\mathbb{R})} \tag{11}
\end{equation*}
$$

and for $1 \leqslant q<p \leqslant \infty$, we have

$$
\begin{equation*}
\|w P\|_{L_{p}(\mathbb{R})} \leqslant C\left(\frac{n}{a_{n}}\right)^{\frac{1}{q}-\frac{1}{p}}\left\|(\sqrt{T})^{\frac{1}{q}-\frac{1}{p}} w P\right\|_{L_{q}(\mathbb{R})} \tag{12}
\end{equation*}
$$

To prove Theorem 3.4 we need some lemmas. We define

$$
\varphi_{u}(x)=\left\{\begin{array}{ll}
\frac{a_{u}}{u} \frac{1-\frac{|x|}{a_{2 u}}}{\sqrt{1-\frac{|x|}{a_{u}}+\delta_{u}}}, & |x| \leqslant a_{u} ; \\
\varphi_{u}\left(a_{u}\right), & a_{u}<|x|
\end{array} \quad \delta_{u}=\left\{u T\left(a_{u}\right)\right\}^{-2 / 3}, u>0\right.
$$

Lemma 3.5 [7]. We have

$$
\frac{a_{n}}{n} \frac{1}{\sqrt{T(x)}} \varphi_{n}^{-1}(x) \leqslant C
$$

We define $L_{p}$ Christoffel functions $\lambda_{n, p}(w ; x)$ by

$$
\lambda_{n, p}(w ; x):=\inf _{P \in \mathcal{P}_{n}} \int_{-\infty}^{\infty}|P w|^{p}(t) d t /|P(x)|^{p}
$$

Lemma 3.6 [5]. Let $w \in \mathcal{F}\left(C^{2}+\right)$. Let $0<p<\infty$.
(i) Let $L>0$. Then uniformly for $n \geqslant 1$ and $|x| \leqslant a_{n}\left(1+L \eta_{n}\right)$, we have

$$
\lambda_{n, p}(w ; x) \sim \varphi_{n}(x) w^{p}(x)
$$

(ii) Moreover, uniformly for $n \geqslant 1$ and $x \in \mathbb{R}$,

$$
\varphi_{n}(x) w^{p}(x) \leqslant C \lambda_{n, p}(w ; x)
$$

Now the proof of Theorem 3.4 is simple.
Proof of Theorem 3.4. By Theorem 2.5 we can replace $(\sqrt{T})^{\frac{1}{q}-\frac{1}{p}} w$ with $w_{\alpha / 2} \in \mathcal{F}\left(C^{2}+\right)$, where $\alpha:=\frac{1}{q}-\frac{1}{p}$. The inequality (11) follows from the first inequality of Theorem 3.3. We show (12). Let $1 \leqslant q<p$.

$$
\begin{align*}
& \|w P\|_{L_{p}(\mathbb{R})}^{p}=\int_{-\infty}^{\infty}|w(t) P(t)|^{p} d t=\int_{-\infty}^{\infty}|w(t) P(t)|^{p-q}|w(t) P(t)|^{q} d t=\int_{-\infty}^{\infty}\left|\frac{w(t) P(t)}{T^{\frac{\alpha}{2} \frac{q}{p-q}}(t)}\right|^{p-q}\left|w_{\frac{\alpha}{2}}(t) P(t)\right|^{q} d t \\
& \leqslant\left\|\frac{|w P|^{p}}{\sqrt{T}}\right\|_{L_{\infty}(\mathbf{R})}^{\frac{p-q}{p}}\left\|w_{\frac{\alpha}{2}} P\right\|_{L_{q}(\mathbb{R})}^{q} \tag{13}
\end{align*}
$$

because of $\alpha p q /(p-q)=1$. Here we use $L_{p}$ Christoffel functions $\lambda_{n, p}(w ; x)$, and by Lemmas 3.5 and 3.6 we have

$$
\begin{align*}
& \frac{|w(t) P(t)|^{p}}{\sqrt{T(t)}} \leqslant C \frac{w(t)^{p}}{\sqrt{T(t)}} \lambda_{n, p}^{-1}(w ; t)\|w P\|_{L_{p}(\mathbb{R})}^{p} \\
& \left.\leqslant C \frac{1}{\sqrt{T(t)}} \varphi_{n}^{-1}(t)\right)\|w P\|_{L_{p}(\mathbb{R})}^{p} \leqslant C\left(\frac{n}{a_{n}}\right)\|w P\|_{L_{p}(\mathbb{R})}^{p} \tag{14}
\end{align*}
$$

Substituting this estimate (14) into (13), we have

$$
\begin{aligned}
& \|w P\|_{L_{p}(\mathbb{R})}^{p} \leqslant C\left\{\left(\frac{n}{a_{n}}\right)\|w P\|_{L_{p}(\mathbb{R})}^{p}\right\}^{\frac{p-q}{p}}\left\|w_{\frac{\alpha}{2}} P\right\|_{L_{q}(\mathbb{R})}^{q} \\
& =C\left(\frac{n}{a_{n}}\right)^{\frac{p-q}{p}}\|w P\|_{L_{p}(\mathbb{R})}^{p-q}\left\|w_{\frac{\alpha}{2}} P\right\|_{L_{q}(\mathbb{R})}^{q} .
\end{aligned}
$$

So

$$
\|w P\|_{L_{p}(\mathbb{R})}^{q} \leqslant C\left(\frac{n}{a_{n}}\right)^{\frac{p-q}{p}}\left\|w_{\frac{\alpha}{2}} P\right\|_{L_{q}(\mathbb{R})}^{q},
$$

that is,

$$
\|w P\|_{L_{p}(\mathbb{R})} \leqslant C\left(\frac{n}{a_{n}}\right)^{\frac{1}{q}-\frac{1}{p}}\left\|w_{\frac{\alpha}{2}} P\right\|_{L_{q}(\mathbb{R})}
$$

consequently, we have the result (12). \#
The next lemma is useful.

Lemma 3.7. Let $\left\{b_{k}\right\}_{k=0}^{\infty}$ be an increasing sequence of positive numbers, and $\left\{c_{k}\right\}_{k=0}^{\infty}$ be a decreasing sequence of positive numbers. Let $j \geqslant 1$ be an integer. Then we have

$$
\sum_{k=0}^{j-1} 2^{k} b_{2^{k}} c_{2^{k+1}} \leqslant \sum_{i=1}^{2^{j}} b_{i} c_{i} \leqslant b_{1} c_{1}+\sum_{k=0}^{j-1} 2^{k} b_{2^{k+1}} c_{2^{k}}
$$

Proof.

$$
\begin{aligned}
& \sum_{i=1}^{2^{j}} b_{i} c_{i}=b_{1} c_{1}+\sum_{k=1}^{j} \sum_{i=2^{k-1}+1}^{2^{k}} b_{i} c_{i} \\
& \geqslant b_{1} c_{1}+\sum_{k=1}^{j} 2^{k-1} b_{2^{k-1}} c_{2^{k}} \geqslant \sum_{k=0}^{j-1} 2^{k} b_{2^{k}} c_{2^{k+1}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=1}^{2^{j}} b_{i} c_{i}=b_{1} c_{1}+\sum_{k=1}^{j} \sum_{i=2^{k-1}+1}^{2^{k}} b_{i} c_{i} \\
& \leqslant b_{1} c_{1}+\sum_{k=1}^{j} 2^{k-1} b_{2^{k}} c_{2^{k-1}}=b_{1} c_{1}+\sum_{k=0}^{j-1} 2^{k} b_{2^{k+1}} c_{2^{k}} .
\end{aligned}
$$

In the rest of the paper we write $f^{(s)}=g$ if $f$ is an $s$-times iterated integral of a function $g$ such that $w g \in L_{p}(\mathbb{R})$.

Proof of Theorem 2.8. Let $p \leqslant q$. We write $\alpha:=1 / p-1 / q$. Let $n \geqslant s$ be fixed, and let $T^{\alpha / 2} w \sim w_{\alpha / 2} \in$ $\mathcal{F}\left(C^{2}+\right)$.
(i) We can find polynomials $P_{j} \in \mathcal{P}_{2^{j} n}$ such that for $j=0,1,2, \ldots$,

$$
\left\|w\left(f-P_{j}\right)\right\|_{L_{q}(\mathbb{R})} \leqslant\left\|w_{\left(\frac{1}{2} ; s\right)}\left(f-P_{j}\right)\right\|_{L_{q}(\mathbb{R})} \leqslant 2 E_{q, 2^{j} n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)
$$

Since we have $\lim _{j \rightarrow \infty} E_{q, 2^{j} n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)=0$, for with $R_{j}:=P_{j+1}-P_{j}, j=0,1,2, \ldots$, we see

$$
f=P_{0}+\sum_{j=0}^{\infty} R_{j}
$$

in the sense of

$$
\lim _{m \rightarrow \infty}\left\|w_{\left(\frac{1}{2} ; s\right)}\left(f-\left(P_{0}+\sum_{j=0}^{m-1} R_{j}\right)\right)\right\|_{L_{q}(\mathbb{R})}=\lim _{m \rightarrow \infty}\left\|w_{\left(\frac{1}{2} ; s\right)}\left(f-P_{m}\right)\right\|_{L_{q}(\mathbb{R})}=0
$$

Using the Nikolskii-type inequality (11) and the Markov-Bernstein-type inequality (Lemma 3.2), we get

$$
\begin{align*}
& \left\|w P_{0}^{(s)}\right\|_{L_{p}(\mathbb{R})}+\sum_{j=0}^{\infty}\left\|w R_{j}^{(s)}\right\|_{L_{p}(\mathbb{R})} \leqslant C\left[1+\sum_{j=0}^{\infty} a_{2^{j+1} n}^{\alpha}\left\|w R_{j}^{(s)}\right\|_{L_{q}(\mathbb{R})}\right] \\
& \leqslant C\left[1+\sum_{j=0}^{\infty} a_{2^{j+1} n}^{\alpha}\left(\frac{2^{j+1} n}{a_{2^{j+1} n}}\right)^{s}\left\|w_{\left(\frac{1}{2} ; s\right)} R_{j}\right\|_{L_{q}(\mathbb{R})}\right] \\
& \leqslant C\left[1+\sum_{j=0}^{\infty} a_{2^{j+1} n}^{\alpha}\left(\frac{2^{j+1} n}{a_{2^{j+1} n}}\right)^{s}\left\|w_{\left(\frac{1}{2} ; s\right)}\left(P_{j+1}-f+f-P_{j}\right)\right\|_{L_{q}(\mathbb{R})}\right] \\
& \leqslant C\left[1+\sum_{j=1}^{\infty} a_{2^{j} n}^{\alpha}\left(\frac{2^{j} n}{a_{2^{j} n}}\right)^{s} E_{q, 2^{j} n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)\right] . \tag{15}
\end{align*}
$$

Here by (3) we will see that the last sum is finite. Then, there is a function $f^{(s)} \in L_{p, w}(\mathbb{R})$ such that

$$
\begin{equation*}
f^{(s)}=P_{0}^{(s)}+\sum_{j=0}^{\infty} R_{j}^{(s)} \tag{16}
\end{equation*}
$$

in the sense of $L_{p, w}(\mathbb{R})$ convergence. Now, we show that the last sum (15) is finite. We use the first inequality in Lemma 3.7 with

$$
b_{i}=a_{i n}^{\alpha-s}(i n)^{s}, \quad c_{i}=\frac{E_{q, i n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{i} . i=1,2,3, \ldots
$$

Then, in (15),

$$
\begin{aligned}
& \sum_{j=1}^{\infty} a_{2^{j} n}^{\alpha}\left(\frac{2^{j} n}{a_{2^{j} n}}\right)^{s} E_{q, 2^{j} n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right) \leqslant 2^{s+1} \sum_{j=1}^{\infty} a_{2^{j-1} n}^{\alpha-s}\left(2^{j-1} n\right)^{s} E_{q, 2^{j} n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right) \\
& =2^{s+1} \sum_{j=1}^{\infty} 2^{j-1} b_{2^{j-1}} c_{2^{j}} \leqslant 2^{s+2} \sum_{i=1}^{\infty} b_{i} c_{i} \leqslant 2^{s+2} \sum_{j=1}^{\infty} a_{j n}^{\alpha-s}(j n)^{s} \frac{E_{q, j n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{j} .
\end{aligned}
$$

So,

$$
\begin{align*}
& E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant\left\|w\left(f^{(s)}-P_{0}^{(s)}\right)\right\|_{L_{p}(\mathbf{R})} \\
& \leqslant \sum_{j=0}^{\infty}\left\|w R_{j}^{(s)}\right\|_{L_{p}(\mathbb{R})} \leqslant C \sum_{k=1}^{\infty} a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k} \tag{17}
\end{align*}
$$

that is, (17) means (4). Now we will show

$$
\begin{equation*}
\sum_{k=1}^{\infty} a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k}<\infty . \tag{18}
\end{equation*}
$$

We see

$$
\begin{aligned}
& \sum_{k=1}^{\infty} a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k}=\sum_{k=1}^{\infty} n a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} \\
& =n a_{n}^{\alpha-s} n^{s} \frac{E_{q, n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n}+\sum_{k=2}^{\infty} n a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} .
\end{aligned}
$$

Let $0 \leqslant j \leqslant[(n+1) / 2]$ ( $[x]$ is the largest integer $\leqslant x$ ). Since $a_{n+j}^{\alpha-s}(n+j)^{s} \sim a_{n-j}^{\alpha-s}(n-j)^{s}$ uniformly for $0 \leqslant j \leqslant[(n+1) / 2]$ (see Lemma 3.1 (i)), we have

$$
\begin{align*}
& n a_{n}^{\alpha-s} n^{s} \frac{E_{q, n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n} \leqslant 2 \sum_{j=0}^{[(n+1) / 2]} a_{n+j}^{\alpha-s}(n+j)^{s} \frac{E_{q, n-j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n-j} \\
& \leqslant C \sum_{j=0}^{[(n+1) / 2]} a_{n-j}^{\alpha-s}(n-j)^{s} \frac{E_{q, n-j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n-j} \\
& \leqslant C \sum_{j=1}^{n} a_{j}^{\alpha-s} j^{s} \frac{E_{q, j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{j} . \tag{19}
\end{align*}
$$

Similarly, for $k \geqslant 2$ we also have

$$
\begin{aligned}
& n a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} \\
& \leqslant C \sum_{j=1}^{n} a_{(k-1) n+j}^{\alpha-s}((k-1) n+j)^{s} \frac{E_{q,(k-1) n+j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{(k-1) n+j} .
\end{aligned}
$$

So we have

$$
\begin{align*}
& \sum_{k=2}^{\infty} n a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} \\
& \leqslant C \sum_{k=2}^{\infty}\left\{\sum_{j=1}^{n} a_{(k-1) n+j}^{\alpha-s}((k-1) n+j)^{s} \frac{E_{q,(k-1) n+j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{(k-1) n+j}\right\} \\
& \leqslant C \sum_{j=1}^{\infty} a_{n+j}^{\alpha-s}(n+j)^{s} \frac{E_{q, n+j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n+j} . \tag{20}
\end{align*}
$$

By (19), (20) and the assumption (3) we conclude (18) as follows:

$$
\sum_{k=1}^{\infty} n a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} \leqslant C \sum_{j=1}^{\infty} a_{j}^{\alpha-s} j^{s-1} E_{q, j}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)<\infty
$$

that is, we see that $f$ is an $s$-times iterated integral of a function $f^{(s)}$ almost everywhere. Consequently, noting $w_{\left(\frac{1}{2} ; s\right)} \sim T^{\frac{s}{2}} w$, we have (4).
(ii) Let $\beta=1 / q-1 / p>0$. We have (6) as above. In fact, let $n \geqslant s$ be fixed. We can find polynomials $P_{j} \in \mathcal{P}_{2^{j} n}$ such that for $j=0,1,2, \ldots$,

$$
\begin{aligned}
& \left\|w\left(f-P_{j}\right)\right\|_{L_{q}(\mathbb{R})} \leqslant\left\|\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)}\left(f-P_{j}\right)\right\|_{L_{q}(\mathbb{R})} \\
& \leqslant 2 E_{q, 2^{j} n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right) .
\end{aligned}
$$

From $\lim _{j \rightarrow \infty} E_{q, 2^{j} n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)=0$, we have

$$
f=P_{0}+\sum_{j=0}^{\infty} R_{j}, \quad \text { where } R_{j}:=P_{j+1}-P_{j}
$$

in the sense of $L_{q,\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)}}(\mathbb{R})$-convergence, and

$$
\left\|\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} R_{j}\right\|_{L_{p}(\mathbb{R})} \leqslant 4 E_{p, 2^{j} n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right), \quad j=0,1,2, \ldots
$$

Now, by Nikolskii-type inequality (12) and Lemma 3.2 we have for some constant $C>0$,

$$
\begin{aligned}
& \left\|w P_{0}^{(s)}\right\|_{L_{p}(\mathbb{R})}+\sum_{j=0}^{\infty}\left\|w R_{j}^{(s)}\right\|_{L_{p}(\mathbb{R})} \leqslant C+\sum_{j=0}^{\infty}\left(\frac{2^{j} n}{a_{2^{j} n}}\right)^{\beta}\left\|\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} R_{j}^{(s)}\right\|_{L_{q}(\mathbb{R})} \\
& \leqslant C\left[1+\sum_{j=0}^{\infty}\left(\frac{2^{j} n}{a_{2^{j} n}}\right)^{\beta}\left(\frac{2^{j} n}{a_{2^{j} n}}\right)^{s}\left\|\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} R_{j}\right\|_{L_{q}(\mathbb{R})}\right] \\
& \leqslant C\left[1+\sum_{j=0}^{\infty}\left(\frac{2^{j} n}{a_{2^{j} n}}\right)^{\beta+s} E_{q, 2^{j} n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)\right] \\
& \leqslant C\left[1+\left(\frac{n}{a_{n}}\right)^{\beta+s} \frac{E_{q, n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{2^{j-1}}+2^{\beta+s+1} \sum_{j=1}^{\infty} 2^{j-1}\left(\frac{2^{j-1} n}{a_{2^{j-1} n}}\right)^{\beta+s} \frac{E_{q, 2^{j} n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{2^{j}}\right] .
\end{aligned}
$$



$$
\begin{equation*}
\leqslant C\left[1+\sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{\beta+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k}\right] . \tag{21}
\end{equation*}
$$

Furthermore,

$$
\begin{aligned}
& \left(\frac{[(n+1) / 2]}{a_{[(n+1) / 2]}}\right)^{\beta+s} \frac{E_{q,[(n+1) / 2]}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{[(n+1) / 2]}+\left(\frac{[(n+1) / 2]+1}{a_{[(n+1) / 2]+1}}\right)^{\beta+s} \frac{E_{q, n / 2+2}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{[(n+1) / 2]+1} \\
& +\ldots .+\left(\frac{n}{a_{n}}\right)^{\beta+s} \frac{E_{q, n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n} \\
& \geqslant C \frac{n}{2}\left(\frac{n}{a_{n}}\right)^{\beta+s} \frac{E_{q, n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n}\left(\text { by } \frac{[(n+1) / 2]}{a_{[(n+1) / 2]}} \sim \frac{n}{a_{n}}\right. \text { (see Lemma 3.1 (i)) } \\
& \geqslant C\left(\frac{n}{a_{n}}\right)^{\beta+s} E_{q, n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right) .
\end{aligned}
$$

Similarly, for $k \geqslant 2$

$$
\begin{aligned}
& \left(\frac{(k-1) n+1}{a_{(k-1) n+1}}\right)^{\beta+s} \frac{E_{q,(k-1) n+1}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{(k-1) n+1} \\
& +\left(\frac{(k-1) n+2}{a_{(k-1) n+2}}\right)^{\beta+s} \frac{E_{q,(k-1) n+2}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{(k-1) n+1} \\
& +\ldots+\left(\frac{k n}{a_{k n}}\right)^{\beta+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} \\
& \geqslant C n\left(\frac{k n}{a_{k n}}\right)^{\beta+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k n} \\
& \geqslant C\left(\frac{k n}{a_{k n}}\right)^{\beta+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k} .
\end{aligned}
$$

Therefore, by the assumption (5),

$$
\begin{aligned}
& C\left[1+\sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{\beta+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k}\right] \\
& \leqslant C\left[1+\sum_{n=1}^{\infty}\left(\frac{n}{a_{n}}\right)^{\beta+s} \frac{E_{q, n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right.} ; f\right)}{n}\right]<\infty
\end{aligned}
$$

So, from (21) we see that $f$ is an $s$-times iterated integral of a function $f^{(s)}$ almost everywhere. Moreover, from the above estimation (21) we have

$$
\begin{aligned}
& E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant\left\|w\left(f^{(s)}-P_{0}^{(s)}\right)\right\|_{L_{p}(\mathbb{R})} \leqslant \sum_{j=0}^{\infty}\left\|w R_{j}^{(s)}\right\|_{L_{p}(\mathbb{R})} \\
& \leqslant C \sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{\beta+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k} .
\end{aligned}
$$

Therefore, noting $\left\{w_{\frac{\beta}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} \sim T^{\left(s+\left(\frac{1}{p}-\frac{1}{q}\right)\right) / 2} w$, we have (6).
Next, we let $p \leqslant q$, and put $\alpha=1 / p-1 / q$. If $T(x)$ is unbounded, then from Remark 1.9 we find that for any fixed $d>0$ there exist $C(\delta)>0$ and $N(d)>0$ such that

$$
\begin{equation*}
a_{n}^{d} \leqslant C(\delta) n \text { for } n \geqslant N(\delta) \tag{22}
\end{equation*}
$$

If $T(x)$ is bounded, then from our assumption we have (22) with $d=2$. Therefore, the condition of (5) means (3), because

$$
a_{n}^{\alpha-s} n^{s}=\frac{a_{n}^{2 \alpha}}{n^{\alpha}}\left(\frac{n}{a_{n}}\right)^{\alpha+s} \leqslant C\left(\frac{n}{a_{n}}\right)^{\alpha+s}
$$

Therefore, applying (i) above with the weight $w, f$ is an $s$-times iterated integral of a function $f^{(s)} \in$ $L_{p, w}(\mathbb{R})$, and we have for the integer $n \geqslant s$,

$$
\begin{aligned}
& E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant C \sum_{k=1}^{\infty} a_{k n}^{\alpha-s}(k n)^{s} \frac{E_{q, k n}\left(\left\{w_{\frac{\alpha}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k} \\
& \leqslant C \sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{\alpha+s} \frac{E_{q, k n}\left(\left\{w_{\frac{\alpha}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k}
\end{aligned}
$$

that is, noting $\left\{w_{\frac{\alpha}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} \sim T^{\left(s+\left(\frac{1}{p}-\frac{1}{q}\right)\right) / 2} w$, we have the result.\#

## 4 Proof of Corollaries 2.10 and 2.11

In this section we prove Corollary 2.10 and Corollary 2.11.

Proof of Corollary 2.10. (i) We use Theorem 2.8 (i) with $p=q$. We assume (7). Then, by Lemma 3.1 (iii) we see

$$
\begin{aligned}
& \sum_{n=1}^{\infty} a_{k}^{-s} k^{s-1} E_{p, k}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right) \leqslant \sum_{k=1}^{\infty}\left(\frac{k}{a_{k}}\right)^{s}\left(\frac{a_{k}}{k}\right)^{\beta}\left(\frac{1}{k}\right) \leqslant \sum_{k=1}^{\infty}\left(\frac{a_{k}}{k}\right)^{\beta-s}\left(\frac{1}{k}\right) \\
& \leqslant \sum_{k=1}^{\infty}\left(\frac{1}{k}\right)^{1+\left(1-\frac{1}{A}\right)(\beta-s)}<\infty
\end{aligned}
$$

that is, (3) is satisfied. Therefore, $f$ is an s-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and then we have (4), that is,

$$
\begin{aligned}
& E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant C \sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{s} \frac{E_{p, k n}\left(w_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k} \leqslant C \sum_{k=1}^{\infty}\left(\frac{a_{k n}}{k n}\right)^{\beta-s} \frac{1}{k} \\
& \leqslant C \int_{1}^{\infty}\left(\frac{a_{t n}}{t n}\right)^{\beta-s} \frac{1}{t} d t \leqslant C \int_{n}^{\infty}\left(\frac{a_{u}}{u}\right)^{\beta-s} \frac{1}{u} d u=C \int_{n}^{\infty} u^{s-\beta-1} a_{u}^{\beta-s} d u .
\end{aligned}
$$

Now, by [5] we see that

$$
\begin{equation*}
\frac{a_{t}^{\prime}}{a_{t}} \leqslant C \frac{1}{T\left(a_{t}\right) t} \tag{23}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
& A:=\int_{n}^{\infty} u^{s-\beta-1} a_{u}^{\beta-s} d u=\frac{1}{s-\beta}\left[\left.u^{s-\beta} a_{u}^{\beta-s}\right|_{n} ^{\infty}-\int_{n}^{\infty} u^{s-\beta} a_{u}^{\beta-s-1} a_{u}^{\prime} d u\right] \\
& \leqslant C\left(\frac{a_{n}}{n}\right)^{\beta-s}+\frac{1}{T\left(a_{n}\right)} \int_{n}^{\infty} u^{s-\beta-1} a_{u}^{\beta-s} d u \leqslant C\left(\frac{a_{n}}{n}\right)^{\beta-s}+\frac{A}{T\left(a_{n}\right)}
\end{aligned}
$$

Therefore, we have

$$
E_{p, n-s}\left(w ; f^{(s)}\right) \leqslant C A \leqslant C\left(\frac{a_{n}}{n}\right)^{\beta-s}
$$

Here we replace $n-s$ with $n$, then we have the result because of $a_{n+s} /(n+s) \sim a_{n} / n$.
(ii) Let $1 \leqslant p, q \leqslant \infty$. We use Theorem 2.8 (ii). Let us assume (8). Then

$$
\begin{aligned}
& \sum_{n=1}^{\infty}\left(\frac{n}{a_{n}}\right)^{s+|\alpha|} \frac{E_{q, n}\left(\left\{w_{\frac{|\alpha|}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{n} \leqslant C \sum_{n=1}^{\infty}\left(\frac{n}{a_{n}}\right)^{s+|\alpha|}\left(\frac{a_{n}}{n}\right)^{\beta} \frac{1}{n} \\
& \leqslant C \sum_{n=1}^{\infty}\left(\frac{a_{n}}{n}\right)^{\beta-s-|\alpha|} \frac{1}{n} \leqslant C \sum_{n=1}^{\infty}\left(\frac{1}{n}\right)^{1+\left(1-\frac{1}{A}\right)(\beta-s-|\alpha|)}<\infty
\end{aligned}
$$

so, (5) is satisfied. Therefore, $f$ is an $s$-times iterated integral of a function $f^{(s)} \in L_{p, w}(\mathbb{R})$, and from (7) we have

$$
E_{p, n}\left(w ; f^{(s)}\right) \leqslant C \sum_{k=1}^{\infty}\left(\frac{k n}{a_{k n}}\right)^{s+|\alpha|} \frac{E_{q, k n}\left(\left\{w_{\frac{|\alpha|}{2}}\right\}_{\left(\frac{1}{2} ; s\right)} ; f\right)}{k} \leqslant C \sum_{k=1}^{\infty}\left(\frac{a_{k n}}{k n}\right)^{\beta-s-|\alpha|} \frac{1}{k}
$$

Here, as the proof of (i), we have

$$
E_{p, n}\left(w ; f^{(s)}\right)=\mathcal{O}\left(\frac{a_{n}}{n}\right)^{\beta-s-|\alpha|}
$$

To prove Corollary 2.11 we need a lemma;
Lemma 4.1 ([5]). For the weight $w_{l ; \gamma}(x)=\exp _{l}\left(|x|^{\gamma}\right)-\exp _{l}(0), \gamma>1$, and $l \geqslant 1$ is an integer. We know

$$
a_{n}=\left(\log _{l}(n+1)^{\frac{1}{\gamma}}(1+o(1)), n=1,2,3, \ldots,\right.
$$

and for some $c$ and $C>0$,

$$
T\left(a_{n}\right)\left\{\begin{array}{lr}
\sim \log (n+1) & \text { if } l=1 \\
\geqslant C\left\{\log _{l}(n+1)\right\}\left(\log _{l-1}(n+1)\right)^{c} \text { if } l \geqslant 2
\end{array}\right.
$$

where $\log _{0} x=1$.

Proof of Corollary 2.11. We use Theorem 2.8 (i). As we see in the proof of Corollary 2.10 (i), we have (3). Therefore, by (4), (9) and (23),

$$
\begin{align*}
& E_{p, n-s}\left(w_{l ; \gamma} ; f\right) \leqslant C \sum_{k=1}^{\infty} a_{k n}^{\frac{1}{p}-\frac{1}{q}-s}(k n)^{s} \frac{E_{q, k n}\left(T^{\frac{s}{2}} w_{l ; \gamma} ; f\right)}{k} \\
& \leqslant C \sum_{k=1}^{\infty} a_{k n}^{\frac{1}{p}-\frac{1}{q}-s}(k n)^{s}\left(\frac{a_{k n}}{k n}\right)^{\beta} \frac{1}{k} \leqslant C \int_{n}^{\infty} t^{s-\beta-1} a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}} d t \\
& \leqslant\left. C \frac{-1}{\beta-s} t^{s-\beta} a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}}\right|_{n} ^{\infty}+\frac{\beta-s+\frac{1}{p}-\frac{1}{q}}{\beta-s} \int_{n}^{\infty} t^{s-\beta} a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}-1} a_{t}^{\prime} d t \\
& \leqslant C \frac{1}{\beta-s} n^{s-\beta} a_{n}^{\beta-s+\frac{1}{p}-\frac{1}{q}}+\frac{\beta-s+\frac{1}{p}-\frac{1}{q}}{\beta-s} \int_{n}^{\infty} t^{s-\beta-1} \frac{a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}}}{T\left(a_{t}\right)} d t . \tag{24}
\end{align*}
$$

We will estimate the last term in (24). Then we use $a_{t} \sim\left(\log _{l} t\right)^{1 / \gamma}$. By Lemma 3.4, if $l>1$, then we have

$$
\begin{equation*}
\int_{n}^{\infty} t^{s-\beta-1} \frac{a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}}}{T\left(a_{t}\right)} d t \leqslant \int_{n}^{\infty} t^{s-\beta-1} \frac{\left\{\log _{l} t\right\}^{\left(\beta-s+\frac{1}{p}-\frac{1}{q}\right) / \gamma}}{C\left\{\log _{l} t\right\}\left(\log _{l-1} t\right)^{c}} d t \leqslant C \int_{n}^{\infty} t^{s-\beta-1} d t \leqslant C n^{s-\beta} \tag{25}
\end{equation*}
$$

by $\left(\log _{l} t\right)^{\nu} \leqslant C \log _{l-1} t$ for $\nu \in \mathbb{R}$ and $t$ large enough. Let $l=1$. If $\beta-s+\frac{1}{p}-\frac{1}{q} \leqslant \gamma$, then we also see

$$
\begin{equation*}
\int_{n}^{\infty} t^{s-\beta-1} \frac{a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}}}{T\left(a_{t}\right)} d t \leqslant C \int_{n}^{\infty} t^{s-\beta-1} d t \leqslant C n^{s-\beta} \tag{26}
\end{equation*}
$$

If $l=1$ and $\beta-s+\frac{1}{p}-\frac{1}{q}>\gamma$, then we fix any $\delta ; 0<\delta<\beta-s$. Then, noting Lemma 4.1," we have

$$
\begin{equation*}
\int_{n}^{\infty} t^{s-\beta-1} \frac{a_{t}^{\beta-s+\frac{1}{p}-\frac{1}{q}}}{T\left(a_{t}\right)} d t \leqslant C \int_{n}^{\infty} t^{s-\beta+\delta-1} d t \leqslant C n^{s-\beta+\delta} \tag{27}
\end{equation*}
$$

Then, from (25)-(27), we have

$$
\begin{aligned}
& E_{p, n}\left(w_{l ; \gamma} ; f^{(s)}\right) \leqslant C n^{s-\beta} a_{n}^{\beta-s+\frac{1}{p}-\frac{1}{q}} \\
& =\left\{\begin{array}{l}
\mathcal{O}\left(n^{-\beta+s+\delta}\right), \text { where } 0<\delta<\beta-s, \text { for } l=1 \text { and } \beta-s+\frac{1}{p}-\frac{1}{q}>\gamma ; \\
\mathcal{O}\left(n^{-\beta+s}\left(\log _{l} n\right)^{\frac{1}{\gamma}\left(\beta-s-\frac{1}{q}+\frac{1}{p}\right)}\right), \text { otherwise },
\end{array}\right.
\end{aligned}
$$

that is, we conclude the result (10). \#
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