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Abstract: Detection of Alzheimer disease using Magnetic Resonance Imaging (MRI) is the most challenging aspect 

in the field of medical image processing and analysis. In this paper, the proposed methodology has three major steps: 

image acquisition, image pre-processing and segmentation. Initially, the brain images were acquired from the 

dataset: Open Access Series of Imaging Studies (OASIS). After image acquisition, image pre-processing was carried 

out using median filter, it utilized for cutting down the noise and to improve the quality of acquired brain images. 

Then, segmentation was carried-out using Fast-Independent Component Analysis (Fast-ICA) along with Otsu multi-

level thresholding. It was a flexible high level machine learning technique to localize the object in complex template. 

In experimental analysis, the proposed approach distinguishes the brain MRI tissues: White Matter (WM), Cerebro-

Spinal Fluid (CSF), and Grey Matter (GM) by means of Tanimoto index, similarity index, precision, and recall. The 

proposed methodology improved the Alzheimer tissue detection up to 15-30% compared to the existing methods: 

Band Expansion Process (BEP), ICA and BEP-ICA in terms of precision and recall. 

Keywords: Cerebro spinal fluid, Fast independent component analysis, Grey matter, Otsu multi-level thresholding, 

White matter. 

 

 

1. Introduction 

Alzheimer disease is the common neuro-

degenerative progressive disorder and it is classified 

by the deterioration of memory and other cognitive 

functions [1]. In recent decades, numerous neuro-

imaging techniques employed widely in clinical 

diagnosis and Alzheimer detection [2]. Generally, 

two types of detection systems exist in an Alzheimer 

detection, one is Whole Brain based Detection 

(WBD) and the other is a Single Slice based 

Detection (SSD) [3]. The construction of a realistic 

model requires accurate segmentation of MRI tissue 

classes based on dissimilar conductivity values [4]. 

Whereas, the segmentation of brain includes five 

tissue classes: WM, GM, CSF, skull, and skin [5]. 

Manually identifying and segmenting the tissue 

classes within a brain image is naturally 

insignificant [6]. Manual recognition takes more 

time for segmenting the tissue classes and also it is 

applicable for a limited number of brain images [7]. 

The manual detection of MRI tissue classes is 

challenging, expensive, time-consuming and 

inconsistent due to inter-rater and intra-rater 

variability. So, the automatic detection methodology 

made an attention within the researcher’s 

community due to its several functional applications 

[8]. 

The automated segmentation system can detect 

tissue classes effectively with high sensitivity and 

specificity [9, 10]. In this experimental research, an 

effective automated system developed, which has of 

three steps: pre-processing, skull removal and 

segmentation. Initially, the brain images acquired 

from the OASIS database. After the acquisition of 

brain images, median filtering employed for de-

noising or enhancing the quality of brain images. 

Whereas, the median filter is a non-linear filter, 

which is utilized to identify the area of edges in 

brain images, since non-linear filters are very 
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sensitive to noise. The respective pre-processed 

brain images used for skull removal using Sobel 

edge detection and dilation morphological operator. 

The developed methodology delivered an 

approximation to the gradient magnitude, which 

helped to detect the edges easily in gray-scale 

images. After skull removal, segmentation is 

performed using Fast-ICA along with Otsu multi-

level thresholding approach. The fundamental 

advantage of the proposed segmentation approach is 

very robust to binary values, which helps to 

decrease the computational complexity. 

This paper is composed as follows. Section 2 

survey several recent papers on Alzheimer 

segmentation strategies. In section 3, an effective 

segmentation method: Fast-ICA is presented with 

Otsu multi-level thresholding approach. Section 4 

shows comparative experimental result for proposed 

and existing segmentation strategies using OASIS 

dataset. The conclusion is made in section 5. 

2. Literature review 

Several research techniques suggested by 

researchers in Alzheimer detection. In this scenario, 

a brief evaluation of some essential contributions to 

the existing literatures presented in this section. 

H. Aidos, and A. Fred, [11] proposed a new 

methodology to achieve an efficient CAD system 

for detecting Alzheimer based on Fluoro Deoxy 

Glucose Positron Emission Tomography (FDG-

PET) scans. The developed CAD system tried to 

determine the region of interest and segment all the 

Alzheimer regions in FDG-PET scans. Then, 

combined the segmented outcome of CAD system 

used for identifying the coherent information on all 

subjects. The developed methodology considered 

the longitudinal information of the subjects for 

improving the classification result. While using a 

large number of features, a perceivable over-fitting 

of the model was observed that decreases the 

accuracy of the training set. 

Y. K. Jang, C. H. Lyoo, G. D. Rabinovici, S. J. 

Oh, H. Cho, M. Oh, and W. J. Jagust, [12] 

performed a head to head comparison of two tracers 

(AV-1451 and THK5351) in Alzheimer detection 

and fronto-temporal dementia cases and also 

investigated, which tracer was suited for tau image 

in these disorders. This method utilized the 

standardized uptake value ratio, which divides the 

mean activity of target volume interest by mean 

activity of cerebellar hemisphere gray matter. 

Although, the uptake of two tracers highly 

correlated, AV-1451 cortical uptake was more 

striking in Alzheimer detection, where THK5351 

cortical uptake showed more prominent in front-

temporal dementia. The AV-1451 was more specific 

and sensitive to Alzheimer detection type tau and 

showed lower off-target binding, while THK5351 

reflected non-specific Neuro-degeneration. The 

limitation of the developed methodology was these 

two traces did not have pathological findings and the 

number of cases were small, so the findings needed 

to be replicated in larger samples.  

M. Liu, D. Zhang, and D. Shen, [13] developed 

a new multi-template learning approach for 

automatic Alzheimer diagnosis using multi-template 

data. The developed methodology extracted several 

feature representations from multiple selected 

templates. After the selection process, a feature 

selection algorithm was utilized for reducing the 

dimensionality of the feature vectors in each 

template. Then, a classification strategy: multiple 

Support Vector Machine (SVM) was employed to 

make a final decision. This method achieved 

significant performance in multi-template based 

Alzheimer detection /Mild Cognitive Impairment 

(MCI) classification compared to the other existing 

methods. This method has high computational cost, 

because it considers multiple templates and also lack 

in spatial correlation relationships among the 

templates. 

G. H. Jahng, D. K. Lee, J. M. Lee, H. Y. Rhee, 

and C. W. Ryu, [14] investigated the Double 

Inversion Recovery (DIR) images to show the 

variations of Gray Matter Volume (GVM) between 

the Alzheimer patients and also to determine the 

alterations of GVM between the groups using DIR 

images and T1-weighted (T1W) images. In GMV, 

the group differences among Cognitively Normal 

(CN), MCI and Alzheimer detection patients were 

tested by voxel-wise. The DIR images were very 

sensitive to determine the GVM loss in Alzheimer 

patients compared to CN and MCI subjects. The 

thickness of the slice was too thick for determining 

the GVM in the brain cortex and increases the voxel 

resolution scan duration, which produce motion 

related-artifact in Alzheimer detection patients.  

J. Zhang, M. Liu, L. An, Y. Gao, and D. Shen, 

[15] presented a landmark-based feature extraction 

method using longitudinal structural MRI images. 

Compared to the existing approaches, this method 

avoided the time-taking steps of both non-linear 

registration and tissue segmentation in the 

application stage. Initially, the discriminative land-

marks were identified from the brain images and 

then localized the land-marks effectively by 

employing fast land-mark detection algorithm. The 

high-level contextual longitudinal and statistical 
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Figure. 1 Working procedure of proposed methodology 

 

spatial features were extracted from the detected 

land-marks. A linear SVM approach was adopted to 

distinguish Alzheimer detection/MCI subjects from 

healthy controls by using these features. The 

developed method achieved superior classification 

performance in both Alzheimer detection and MCI 

classification. The learning performance of the 

subsequent classification model was affected by the 

noise or redundant features. 

An unsupervised algorithm (Fast ICA with Otsu 

multi-level thresholding segmentation approach) 

implemented to overcome the above mentioned 

drawbacks and additionally enhance the 

performance of Alzheimer tissue segmentation and 

detection.  

3. Proposed methodology 

The proposed Alzheimer detection system has 

four steps: image acquisition, image pre-processing, 

skull removal and segmentation. The proposed 

Alzheimer detection system block diagram 

represented in the Fig. 1. The brief description about 

the proposed technique described above. 

3.1 Image acquisition 

In the initial stage of the Alzheimer detection 

system, the brain images are taken from the standard 

 

 
Figure. 2 Sample acquired brain image 

 

benchmark dataset: OASIS database. The original 

OASIS dataset contains 1500 raw image scans, 

which is captured from 609 normal adults and 489 

persons at different stages of cognitive decline 

ranging in age from 42-95 years. This database 

consists of 2000 MR sessions that comprises of 

susceptibility weighted imaging, arterial spin 

labelling, diffusion tensor imaging sequences, time 

of flight, etc. After obtaining the brain images, an 

important step (pre-processing) is carried out using 

median filter. The sample acquired brain image is 

denoted in the Fig. 2. 

3.2 Image pre-processing 

After the acquisition of brain images, median 

filter is utilized as the pre-processing methodology. 

Median filter is a non-linear filter, which belongs to 

the edge preserving smoothing filter classes. The 

median filter easily smooth’s the data and also it 

contains the sharp details about the smoothed data. 

The median is the middle value of all 

neighbourhood pixel values. The median value is a 

stronger “central indicator” than the average value. 

The mathematical equation to calculate the middle 

value represented in the Eq. (1). 

 

𝑚𝑒𝑑𝑖𝑎𝑛[𝐴(𝑥) + 𝐵(𝑥)] ≠ 𝑚𝑒𝑑𝑖𝑎𝑛[𝐴(𝑥)] +
𝑚𝑒𝑑𝑖𝑎𝑛[𝐵(𝑥)]                    (1) 

 

Where, 𝐴(𝑥)  and 𝐵(𝑥)  are the two different 

brain images. 

In specific, the median is highly affected by a 

discrepant small number among the neighbourhood 

pixels. Therefore, median filter is very significant in 

eliminating several types of noises. The median 

filter considers each pixel in the brain image for 

deciding whether it is a representative of its 

surroundings or not. Instead of changing the pixel 

value with neighbourhood mean pixel values, the 

median filter changes the pixel value with middle 

pixel values. The median is determined by 

separating the pixel values of neighbouring pixels in 
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Figure. 3 Pre-processed brain image 
 

a numerical order. Then, inter-change the pixel 

value with middle pixel value. If the neighbourhood 

pixel contains an even number of pixels, the average 

of two middle pixel values is utilized.  The sample 

of pre-processed brain image is represented in the 

Fig. 3. 

3.3 Skull removal 

In this section, the pre-processed brain image 

used for skull removal by employing Sobel edge 

detection and dilation morphological operator. The 

Sobel edge detection methodology delivers an 

approximation to the gradient magnitude, which 

helps to easily detect the edges in gray-scale images. 

In addition, the dilation operator probes and expands 

the shapes contained in the input image that is very 

useful in skull removal. The brief description about 

the undertaken methodologies described below. 

3.3.1. Sobel edge detection 

The Sobel edge detection approach works on the 

basis of edges. Using the edges, determine the 

derivative intensity value of the brain images and 

identify the points, where the derivatives are high, 

then the edges are located. In gradient vector, the 

components help to measure the rapid pixel value, 

that change on the basis of 𝑥 and 𝑦direction. Thus, 

the gradient components are determined by 

employing the Eqs. (2) and (3). 

 

∆𝑥 =
𝑓(𝑥+𝑑𝑥,𝑦)−𝑓(𝑥,𝑦)

𝑑𝑥
                                       (2) 

 

∆𝑦 =
𝑓(𝑥,𝑦+𝑑𝑦)−𝑓(𝑥,𝑦)

𝑑𝑦
                                       (3) 

 

Where, 𝑑𝑥  and 𝑑𝑦  represented as the distance 

measure of 𝑥  and 𝑦  directions. In discrete brain 

images, the numbers of pixels between the two 

points  𝑑𝑥 and 𝑑𝑦. In this scenario,  𝑑𝑥 = 𝑑𝑦 = 1 is 

the pixel spacing point in which the pixel 

coordinates (𝑖, 𝑗)  are calculated by employing the 

Eqs. (4) and (5). 

∆𝑥 = 𝑓(𝑖 + 1, 𝑗) − 𝑓(𝑖, 𝑗)                                (4) 

 

 ∆𝑦 = 𝑓(𝑖, 𝑗 + 1) − 𝑓(𝑖, 𝑗)                               (5) 

 

To identify the presence of gradient 

discontinuity, determine the changes in gradient 

at(𝑖, 𝑗), which is done by identifying the magnitude 

measure by employing the Eq. (6). 

 

𝑀 = √∆𝑥2 + ∆2𝑦                                            (6) 

 

The gradient direction 𝜃 is calculated by using 

the Eq. (7) 

 

𝜃 = 𝑡𝑎𝑛−1 [
∆𝑦

∆𝑥
]                                                 (7) 

 

The Sobel edge detection methodology gives 

more attention on the brain image pixels, especially 

which are closer to the centre of the mask. This 

method detects the edges, where the gradient 

magnitude is higher in gray-scale images, which are 

named as absolute gradient magnitude. 

3.3.1.1. Pseudo-code for sobel edge detection method 

Input: Consider sample brain image 

Output: Detect the edges 

Step 1: Acquire the input brain image 

Step 2: Employ mask in the input image 

Step 3: Sobel edge detection approach is 

employed to detect the gradient 

Step 4: Mask manipulation is done separately 

for the objects in the input brain image 

Step 5: Experimental outcomes are combined to 

determine the absolute gradient magnitude 

Step 6: Absolute magnitude is represented as the 

output edges. 

3.3.2. Morphological operation using dilation 

Dilation is one of the basic operators in 

mathematical morphology, it is mainly used in the 

gray-scale images. The dilation operator gradually 

increases the effect of foreground pixel boundaries, 

so the neighbourhood areas and holes in the region 

become smaller. Dilation operator has two phases, 

first phase is the dilated input image and the second 

phase is the structuring element called as the kernel. 

This structuring element is used to determine how 

much the acquired image is dilated. The 

mathematical equation of dilation is represented in 

the Eq. (8). 

 

𝐴 ⊕ 𝐵 = {𝑋 (𝐵�̂�)⁄ ∩ 𝐴 ≠ 𝛷}   (8) 
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Figure. 4 Skull removed brain image 

 

Consider, 𝐴 is the input image co-ordinates, 𝐵 is 

the structuring element co-ordinates and 𝛷  is 

represented as the null operator. The graphical 

representation of the skull removed brain image is 

represented in the Fig. 4. 

3.4 Segmentation 

Image segmentation is defined as the procedure 

of categorizing the brain image into dissimilar 

regions that are homogeneous with respect to some 

image features: colour, texture, shape, etc. The goal 

of image segmentation is to extract and recognize a 

particular region in an acquired image. In this 

experimental research, fast-ICA along with Otsu 

multi-level thresholding methodology is undertaken 

for image segmentation. The main aim of the 

proposed segmentation approach is to extract the 

suspicious area in brain images. Suspicious region in 

the brain image has more false positives and high 

sensitivity, which are effectively determined by the 

proposed segmentation algorithm.  

3.4.1. Fast independent component analysis 

Generally, ICA is a linear transformation 

method that helps to separate the multi-variate 

components into additive sub-components. Whereas, 

the additive sub-components are non-Gaussian 

approach that are statistically free from the other 

independent scheme. The ICA helps to solve the 

higher order data and also determines the 

independent source point for the linear mixture 

components. Hence, ICA delivers a significant data 

representation by applying image decomposition 

and representation. Usually, an effective algorithm 

is employed to estimate the independent components, 

which is very tough to define the energies and the 

order of independent components. To overcome this 

issue, several ICA algorithms proposed that differ in 

their objective functions for statistical independence.  

For the fast computation and efficient data 

reduction, Fast-ICA method is used. Fast-ICA is an 

adequate and well-known algorithm for ICA, which 

is based on a fixed-point reiteration approach. This 

algorithm maximizes the non-Gaussian statistical 

independent measure. Here, vast collections of data 

points are utilized in a single step of the algorithm 

that makes the computation faster. Fast-ICA 

algorithm includes pre-processing operations like 

centering, and whitening the data. The brain image 

is centered by computing the mean of each 

component in the image. Whitening is the procedure 

of linearly transforming the data into new 

components. The output image of fast-ICA is given 

as the input for Otsu multi-level thresholding 

methodology. 

3.4.2. Otsu multi-level thresholding 

The Otsu multi-level thresholding is based on 

the discriminate analysis for identifying the 

maximum separability of classes and also it is 

utilized to perform automatic histogram shape based 

image thresholding. Initially, the Otsu multi-level 

thresholding algorithm assumes the pre-processed 

brain image, which contains two classes: 

background 𝐶1  and foreground𝐶0 . The Otsu multi-

level thresholding constructs a normalized 

histogram using discrete probability density function, 

which is represented in the Eq. (9). 

 

𝑝𝑟(𝑟𝑞) =
𝑛𝑞

𝑛
, 𝑞 = 0,1,2, … . . , 𝐿 − 1    (9) 

 

Where, 𝑛 is denoted as total number of pixels in 

the brain image, 𝑛𝑞 is represented as the pixel that 

has an intensity level𝑟𝑞 , 𝐿  is the highest intensity 

level of the image. 

Initial threshold is the mid-point between the 

minimum and maximum intensity value of the brain 

image. If 𝑘 is chosen as the initial threshold, then 𝐶0 

is the set of pixels with levels[0,1, … 𝑘 − 1] and 𝐶1 

is the set of pixels with levels [𝑘, 𝑘 + 1, … 𝐿 −
1].Otsu multi-level algorithm chooses the threshold 

value 𝑘∗  which maximizes the between class 

variance𝜎2𝐵 that is defined in the Eq. (10). 

 

𝜎2𝐵 = 𝑤0                                                      (10) 

 

Where,  

 

 𝑤0 = ∑ 𝑝𝑞(𝑟𝑞)𝑘−1
𝑞=0                                          (11) 

 

Therefore, the optimal threshold value 𝑘∗  is 

obtained by using the Eq. (12), 

 

𝜎2𝐵(𝑘∗) =
𝑎𝑟𝑔

0<𝑘<𝐿−1
𝑚𝑎𝑥𝜎2𝐵(𝑘)                 (12) 
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Table 1. Segmented outcome of proposed methodology 

Ground-truth image Fast ICA image GM WM CSF 

 

 
 

 

 

 

 

 

 

 

 

 

Though, Otsu multi-level thresholding is the most 

widely utilized thresholding algorithm for several 

applications by maximizing the class variance in 

gray-scale brain image. The obtained threshold 

value achieves satisfactory result for several medical 

imaging applications. The graphical representation 

of the segmented brain image is represented in the 

Table 1.  Finally, the segmented output is compared 

with the ground truth image for validating the 

efficiency of the proposed methodology. 

4. Experimental analysis 

For experimental simulation, MATLAB (version 

2017a) was employed on PC with 3.2 GHz with i5 

processor. In order to estimate the efficiency of the 

proposed algorithm, the performance of the 

proposed method was compared with BEP, BEP-

ICA, and ICA on the reputed database: OASIS. The 

performance of the proposed methodology was 

compared in terms of Tanimoto index, similarity 

index, precision, and recall. 

4.1 Performance measure 

Performance measure is defined as the 

relationship between the input and output variables 

of a system understood by employing the suitable 

performance metrics like precision and recall. The 

general formula for calculating the precision and 

recall of Alzheimer detection are mathematically 

represented in the Eqs. (13) and (14). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
× 100                          (13) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
× 100                               (14) 

Additionally, for segmentation validation, the 

similarity index is expressed in terms of TP, TN, FP 

and FN counts, which is obtained by matching the 

segmented result to the ground truth image. The 

general formula utilized to calculate the similarity 

index [16] is represented in the Eq. (15). 

 

         𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 =
2𝑇𝑃

(2𝑇𝑃+𝐹𝑃+𝐹𝑁)
        (15) 

 

Where, the similarity index value “0” shows no 

similarity between the results and the value “1” 

demonstrates the similarity between the output and 

ground truth image. In Tanimoto index, the TP 

values detected by the overlaps between the 

manually segmented ground truth tumour labels and 

the machine generated tumour labels. The general 

formula used to calculate Tanimoto index [16] is 

denoted in the Eq. (16). 

 

           𝑇𝑎𝑛𝑖𝑚𝑜𝑡𝑜 𝑖𝑛𝑑𝑒𝑥 =
𝑇𝑃

𝐹𝑃+𝐹𝑁+𝑇𝑃
           (16) 

 

Where, 𝑇𝑃 is represented as true positive, 𝐹𝑃 is 

denoted as false positive, 𝑇𝑁  is stated as true 

negative and 𝐹𝑁 is specified as false negative.  

4.2 Experimental analysis on OASIS dataset 

In this experimental analysis, OASIS dataset is 

used for comparing the performance evaluation of 

existing methods: BEP, ICA and BEP+ICA and the 

proposed scheme: Fast ICA-Otsu multi-level 

thresholding segmentation approach. In Table 2, the 

performance evaluation of existing and proposed 

method is validated in terms of Tanimoto index and 

similarity index. The acquired brain image consists 

of three tissue classes: WM, GM and CSF. Here, the 
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performance evaluation is validated for twelve 

sample brain images in each tissue classes. The 

validation result showed that the proposed method 

outperformed the existing methodologies in terms of 

Tanimoto index and similarity index. 

For 12 medical brain images, the average 

Tanimoto index of the proposed technique Fast 

ICA-Otsu multi-level thresholding approach 

delivered 0.64 and the existing methodologies BEP, 

ICA and BEP+ICA delivered 0.3 and 0.4 and 0.5 of 

Tanimoto index respectively. Similarly, the average 

similarity index of the proposed technique delivers 

0.77 and the existing methodologies delivers 0.41, 

0.51 and 0.57 of similarity index respectively. The 

graphical representation of average Tanimoto index 

and similarity index presented in the Figs. 5 and 6. 
 

 

Table 2. Tanimoto and similarity index comparison of proposed and existing methods 

 

Methodologies 

Tanimoto index Similarity index 

CSF GM WM Average CSF GM WM Average 

BEP [16] 0.10 0.49 0.25 0.3 0.18 0.66 0.40 0.41 

ICA [16] 0.3 0.6 0.24 0.4 0.43 0.73 0.39 0.51 

BEP+ICA [16] 0.4 0.71 0.3 0.5 0.51 0.83 0.38 0.57 

Proposed 0.59 0.54 0.80 0.64 0.74 0.70 0.89 0.77 

 

 
 

 
Figure. 5 Graphical representation of average tanimoto index 

  

 
Figure. 6 Graphical representation of average similarity index 
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Table 3. Precision and recall comparison of proposed and existing methods 

 

Methodologies 

Precision (%) Recall (%) 

CSF GM WM Average CSF GM WM Average 

BEP [16] 13 55 27 32 30 85 27 47 

ICA [16] 41 68 96 68 41 81 20 47 

BEP+ICA [16] 41 94 89 74 69 94 25 62 

Proposed 77 100 86 87 64 80 94 79 

 

 
Figure. 7 Graphical representation of average precision value 

 
Figure. 8 Graphical representation of average recall value 

 

In Table 3, the performance evaluation of 

proposed and existing methods validated in terms of 

recall and precision. The average precision value of 

the proposed technique Fast ICA-Otsu multi-level 

thresholding approach delivered 87% and the 

existing methodologies BEP, ICA and BEP+ICA 

delivered 32% and 68% and 74% of precision value, 

respectively. The graphical representation of 

average precision value presented in the Fig. 7. 

In addition, the average recall value of the 

proposed technique delivered 79% and the existing 

methodologies delivered 47%, 47% and 62% of 

recall value, respectively. The graphical 

representation of average recall value presented in 

the Fig. 8. The Tables 2 and 3 confirmed that the 

proposed methodology performed better than the 

existing methods on the OASIS dataset, because 

Fast ICA-Otsu multi-level thresholding approach 

encodes the both texture and shape features of brain 

images for improving the segmentation efficiency of 

Alzheimer. The Fast ICA-Otsu multi-level 

thresholding algorithm fuse different pixel 

information, which represents different correlation 

space to produce a new correlation value. 
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5. Conclusion 

Alzheimer detection is one of the most 

significant research tasks in computer-aided health 

monitoring system. The objective of the research 

work is to develop a proper segmentation 

methodology for segmenting the brain MRI tissues 

like CSF, WM and GM using OASIS dataset. In this 

scenario, fast-ICA segmentation approach along 

with Otsu multi-level thresholding used to segment 

the MRI brain tissues. The major advantages of fast-

ICA segmentation methodology are, less 

computational cost, and robustness to preserve brain 

image details. Otsu multi-level thresholding 

employed on the segmented output to find the best 

threshold value accurately and quickly for extracting 

the exact object from background image. Compared 

to other obtainable approaches in Alzheimer 

detection, the proposed scheme delivered an 

effective performance in terms of Tanimoto index, 

similarity index, precision, and recall. The proposed 

methodology showed 15-30% of enhancement in 

segmentation than the existing methods by means of 

precision and recall. In the future work, for 

classifying the stages of detected brain tissues, 

descriptor level feature extraction methodologies 

will be employed with an appropriate multi-

objective classification method and also an effective 

approach will be developed for accurate skull 

removing from brain images. 
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